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ABSTRACT

In this paper, we explore the possibility of deploying a cogni-
tive network that can opportunistically access the spectrum
allocated to a primary cellular network. The main problem
is that cellular networks are characterized by multiple simul-
taneous and dynamic transmissions combined with power
control. The proposed approach assumes that the cognitive
network knows the positions of the primary base stations
and its own base stations. It utilizes a Maximum Likeli-
hood Estimator (MLE) to detect the activity of neighboring
primary base stations and exploits this information to deter-
mine the power with which a cognitive radio can transmit.
The results show the possibility of using such a method to
deploy an IEEE 802.11-like network as a cognitive network
under specific constraints related to the position, the num-
ber and the distribution of the spectrum monitoring sensors
inside the primary network.

Categories and Subject Descriptors

G.3 [Probability and Statistics]: Statistical computing;
I.6.4 [Simulation and Modeling]: Model Validation and
Analysis; I.6.5 [Simulation and Modeling]: Model De-
velopment; I.6.6 [Simulation and Modeling]: Simulation
Output Analysis

General Terms

Performance, Algorithms, Theory
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1. INTRODUCTION
The last decade has witnessed a fast evolution of wireless

communication networks from physical to application lay-
ers. Cognitive Radio (CR) and Dynamic Spectrum Access
(DSA) are among the most promising new developed con-
cepts. These concepts are proposed to solve the problem
of spectrum usage efficiency by implementing more flexible
frequency allocation approaches [5, 8, 17]. In this context,
several techniques have been developed to allow secondary
users or cognitive radios to access a licensed spectrum in
an opportunistic way. Opportunistic access should satisfy
a set of rules imposed by the spectrum licensee or primary
network, such as interference probability [13,15].

Most of the work in DSA framework focuses on TV white
space where the primary network is a TV broadcasting net-
work [7, 12, 13, 17]. Although TV white space offers a huge
opportunity to increase spectrum usage efficiency, other pos-
sibilities are still understudied. One of these possibilities is
to allow DSA in systems where the primary network is a
cellular network. Of course, spectrum opportunities in this
case are more difficult to detect, but they offer additional
possibilities especially since more frequencies are now allo-
cated to this type of networks [3,4]. This will be possible in
the future especially if spectrum regulation policies change
and flexible approaches such as DIMSUMnet [6] are imple-
mented. In this case, some frequency bands can be allo-
cated to dominating operators, as a primary network, with
the possibility of sharing these bands with other operators
or service providers, which act as secondary networks. This
is especially possible if (1) those operators do not provide
the same service, (2) the price paid for these bands by the
primary operator is lower than the price of other bands,
and (3) a conservative approach towards protecting primary
users is adopted by secondary networks. Machine to Ma-
chine (M2M) communication and monitoring networks are
possible candidates of such secondary networks.
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Figure 1: Primary and secondary networks.

Detecting spectrum opportunities in the frequency bands
allocated to cellular networks is more challenging than in
TV white space due to the challenging characteristics of
the former, namely the requirement for pervasive coverage,
the presence of different services with different quality con-
straints, dynamic traffic patterns, adaptive primary trans-
mit powers, and the presence of several neighboring primary
transmitters. The first two problems can be normally dealt
with by defining suitable interference constraints such as
in [14]. Primary traffic dynamics are taken into account by
using fast and cooperative sensing techniques [5]. The prob-
lems of multiple transmitters and dynamic transmit power
are starting to attract researchers and several approaches
have been presented in the last few years [11,13,15]. These
proposals consider either the most difficult case where no in-
formation about the power and the location of Primary Base
Stations (P-BSs) is known [11, 13] or the simple case where
both location and transmit power are known [15] by the
CR. In some countries the locations of cellular base stations
can be available for public based on regulatory demand [1].
However, transmit power can change very fast, especially if
fast power control or fast scheduling is applied. Hence, a
reasonable assumption in the case of primary cellular net-
work is to consider that the CR knows the positions of the
P-BSs through a local or regional database as it is suggested
by the FCC [2] without knowing their transmit powers.

In this paper we study the possibility of employing a Max-
imum Likelihood Estimator (MLE) to detect the activity of
primary base stations and exploit this information to deter-
mine the power with which a cognitive node can transmit
knowing its own position and the positions of primary base
stations. The limitations of this approach are also studied.

The paper is organized as follows. In Section 2, we present
the system model and we formulate the problem of finding
the allowed transmit power of cognitive nodes. In Section 3,
we show how the MLE technique can be used to identify
the active base stations. In Section 4, simulation results are
provided and analyzed. In Section 5, we conclude the paper
and highlight some possible future works.

2. SYSTEMMODEL AND PROBLEM

FORMULATION
Consider a M cognitive radio clusters (C-Clusters) de-

ployed in the coverage area of a cellular network as shown

in Figure 1. A C-Cluster c is formed by set Sc of cooperative
Cognitive Nodes (C-Ns) that act also as spectrum monitor-
ing sensors. The locations of the C-Ns follow a probability
distribution D. The primary network involves N base sta-
tions that can be either active or idle in a given channel. The
activities of these base stations are supposed to be unknown
to the C-Ns. In particular, the transmit power Pl of an ac-
tive primary transmitter l is not known. This is realistic
assumption since base station activities in cellular networks
can have very high dynamics. Therefore, unacceptable sig-
naling traffic will be generated if the activity information is
to be sent to the C-Ns in real time.

Without loss of generality, we consider only one channel
used by the primary network in our analysis. In the following
we denote by Φ the set of all primary base stations and by
Φa the set of primary active base stations using the channel
of interest. The objective of our proposed DSA approach
is to determine the power with which a C-N can transmit,
while respecting primary constraints, based on the measured
power on the channel of interest and its location. For clarity,
we use the following notations: j ∈

{

1, 2, ...,
∑M

1 |Sc|
}

to

denote a cognitive node, and l ∈
{
∑M

1 |Sc| + 1,
∑M

1 |Sc| +

2, ...,
∑M

1 |Sc|+N
}

to denote a primary base station, where
|Sc| is the cardinality of set Sc. Moreover, index i denoting
a receiver in a primary cell has the same range of index l.
In addition, spectrum monitoring sensors are referred to as
sensors in the rest of the paper.

As in all cellular networks, a transmitter can be either
idle or active with power ranging from Pmin to Pmax. These
bounds are known by the cognitive network since this in-
formation is specific for the used technology and defined by
standardization bodies. The same restriction is applied on
the C-Ns that should transmit using power higher than Pth

due to hardware constraints. If the computed allowed power
is less than Pth, the C-N cannot transmit at all.

2.1 Primary Constraint
In this paper, we assume that the primary constraint is

a limit on the interference probability experienced by any
primary receiver i [13,15]. This constraint is defined by

P{Ii > ιmax} ≤ ε, (1)

where Ii is the experienced interference by receiver i due
to secondary activity, ιmax is the interference threshold and
ε is the interference probability threshold, defined by the
primary network. We also assume that all C-Ns have access
to a central database that distributes the frequency bands,
and thus only one C-N can transmit at a given channel and
time. Although this type of allocation is rather difficult to
implement in operational systems, the determination of the
transmit power in a multiple secondary transmitter context
is still an open problem and several methods are proposed to
solve it [7,9]. Hence, we do not consider this problem in this
paper, but the model can be easily extended to the general
case. By considering this assumption, Ii becomes the result
of the transmission of one C-N and can be computed as

Ii = PjGji, (2)

where Pj is the secondary transmit power and Gji is the
path gain between nodes i and j given by

Gji =
ksp

d
αsp

ji

ξji, (3)
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Figure 2: An illustrative example of the model with
two cells.

where dji is the distance separating the two nodes, ksp and
αsp are propagation constants that depend on the type of the
nodes, and ξji ∼ lnN (0, σ2

sp) is a log-normally distributed
random variable representing the shadowing effect.

From (1), (2) and (3), Pj can be written as

Pj ≤
ιmaxd

αsp

ji

ksp

e
√

2σsperf−1(2ε−1)
. (4)

2.2 Problem Formulation
As shown in the previous paragraph, the computation of

Pj requires the knowledge of the distance between the C-N
and the closest active primary receiver or at least a lower
bound on this distance. If the primary network is active in
uplink, dji can be computed accurately since the position of
the receiver (i.e., base station) is known. If the primary net-
work is active in downlink however, only the lower bound
of the distance can be estimated since the position of the
receiver (i.e., terminal) cannot be known accurately. Hence,
we assume that the coverage area of the primary network
is known and it is approximated by the disc with radius
Ri encompassing the real one (See Figure 1). In this case,
the lower bound is computed as the distance between the
transmitting C-N and the closest point inside the disc. Here
two cases appear: if the C-N is inside the coverage area,
the lower bound becomes 0 since the primary receiver can
be at any location inside the coverage area. If the C-N is
outside the coverage area, the lower bound is the distance
between the C-N and the closest point or worst case posi-
tion (WCP) at the borders of the covering disc as shown
in Figure 2 [15, 16]. To detect the closest active receiver,
the closest active primary cell (i.e., where a base station or
a terminal is transmitting) has to be detected first. The
main problem in detecting this cell is the presence of mul-
tiple simultaneous primary transmitters. In the following,
we consider the downlink case and the model can be eas-
ily extended to the uplink case. In this case, each sensor j

receives power Rj , which is the aggregation of the signals
received from the active primary base stations

Rj =
∑

l∈Φ

Rlj

=
∑

l∈Φ

PlGlj , (5)

where Pl ∈ {0}∪ [Pmin, Pmax] is the primary transmit power
and Glj is the path gain between P-BS l and C-N j

Glj =
kps

d
αps

lj

ξlj . (6)

One of the difficulties to detect the active P-BSs based on
the received power is the presence of the shadowing factor
ξlj ∼ lnN (0, σ2

ps) between P-BSs and C-Ns. In the next
section we show how we can detect these base stations using
a Maximum Likelihood Estimator (MLE).

3. COOPERATIVE DSA BASED ON

GEOLOCATION INFORMATION
To detect their closest active cells, all C-Ns in each set Sc

exchange the measured received signals or send them to a
central unit. The probabilistic description of Rj when mul-
tiple primary transmitters are active (i.e. Pl is non-zero for
multiple values of l) has been studied in [11]. In particular, it
was shown that the distribution of Rj can be approximated
by the log-normal distribution lnN (µj , βj) where

µj = ln

(

∑

l∈Φ

kpsPl

d
αps

lj

)

+
σ2

ps

2
−

βj

2
(7)

and

βj = ln











(eσ2

ps − 1)

∑

l∈Φ

(

kpsPl

d
αps
lj

)2

(
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l∈Φ

kpsPl

d
αps
lj

)2 + 1











. (8)

Since we assume that the locations of the base stations are
known, these expressions relate the total received power as a
log-normal random variable directly to the set of active base
stations and their transmit powers. We can therefore apply
the maximum likelihood criterion to estimate the activities
of the base stations, and subsequently to estimate the al-
lowable transmit power of the C-N based on the state of the
primary network. Finding the MLE yields a non-convex op-
timization problem which is difficult to handle analytically,
especially for large number of P-BSs. There exist multiple
ways to approach this problem numerically. In this work, we
apply a numerical approach based on simulated annealing to
solve the arising maximum likelihood estimation problem.
In [11], simulations were performed based on the simulated
annealing technique and the performance of the estimator
was investigated as function of various channel parameters
(e.g., fading statistics, path loss parameter) and the number
of sensors. It was shown that under realistic assumptions
for the channel, the sources and the sensors the algorithm
succeeds to estimate the transmitters’ activity.

In this work, we are interested only in knowing if the P-BS
is active or not (i.e., determining set φa) and not in deter-
mining Pl, which facilitates the decision and reduces the
error in the estimation of the closest active P-BS. When set
φa is determined, each C-N determines its closest cell from
this set and determines its allowed power based on (4). If
the allowed power is higher than Pth, the C-N can transmit.
Otherwise it will stay idle or choose another channel.

4. SIMULATIONS AND RESULTS
To study the performance of the proposed approach and

analyze its limitations, simulations in Matlab were conducted.

4.1 Simulation Model
We evaluate our approach in a system where the primary

network is a cellular network consisting of only macrocells
served by base stations at a height of 27m. These P-BSs



serve mobile terminals (M-Ts) with antenna height of 1.5m.
The C-Ns are considered to be IEEE 802.11 kind of access
points (i.e., modified access points to enable cognitive fea-
tures) with antenna height of 3m. In all simulations we con-
sider the downlink of the primary and secondary networks,
i.e., the transmitters are the P-BSs and the C-Ns.

We use the Xia-Bertoni propagation model [10]. This
model is chosen since it is able to take into account all types
of propagation losses such as the one between base stations
and the one between mobiles in addition to usual propa-
gation loss between a base station and a mobile. Given a
frequency f in GHz and distance dXY between transmitter
X and receiver Y , path gain GXY is given by

GXY (dXY ) = KXY +βXY log10 (f)+αXY log10 (dXY ) , (9)

where KXY , βXY and αXY are constants computed using
the Xia-Bertoni model as depicted in Table 1.

4.2 Scenario with Two Cells
First, we shall study the performance of the proposed al-

gorithm as function of the number of sensors in a simple
scenario with two cells of 1 km radius. For this we consider
that Pmax = 27.4 dBm, Pmin = 17.4 dBm and Pth = 20dBm.
Therefore if the C-N determines that the primary transmit
power is lower than 17.4 dBm, it will identify the correspond-
ing base station as idle. Regarding the standard deviation of
the shadowing between the P-BS and C-N, we use σps = 1.38
(this corresponds to 6 dB) except for the case where the im-
pact of σps is studied. Simulations are repeated 200 times for
each setting in order to compute the marginal distributions.
In the simulations we consider the following three scenarios:

• Scenario 1: One base station (i.e., cell 1 in Figure 2)
is active while the second is idle (i.e., cell 2 in Figure 2).
The sensors are distributed uniformly inside one cell.

• Scenario 2: The two base stations are active. The
sensors are distributed uniformly inside one cell.

• Scenario 3: The activity pattern is the same as in
scenario 1, but the sensors are distributed uniformly
inside the two cells.

By considering that the primary transmit power is 24 dBm,
we show in Figure 3 the cumulative distribution functions
(cdfs) of the estimated power of the primary base stations,
for different numbers of sensors and considering the three
scenarios. It should be noted that the lines that do not ap-
pear in the figure correspond to the cases where the C-Ns
are not allowed to transmit. In scenario 1, the figure shows
that with 17 sensors or more this base station is detected
to be active in more than 90% of the cases. However, this
percentage drops to 60% in case only one sensor is in the ac-
tive cell and to 40% when the sensor is in the idle cell. This
shows the importance of cooperative detection and that the
proposed method can protect the primary receivers if the
number of sensors is large enough. Furthermore, the fig-
ure shows that the inactivity of the idle base station (i.e.,
spectrum opportunity) can be detected with high accuracy
when the sensors are in the idle cell. Even in the case of
one sensor, a false detection appears in less than 5% of the
studied cases. However, when the sensors are in the active
cell the false detection increase to 60% in case we have more
than 9 sensors and to more than 95% in case we have only
one sensor. This shows how many opportunities can be lost

Table 1: Constants of the propagation model.

α β k σ

C-N ↔ P-BS -37.6 -21 -113.2 [0.69;3.45]
C-N ↔ M-T -40 -30 -141.7 2.3

due to the position of the sensors. This is normal due to the
high shadowing standard deviation. For example, a sensor
situated at the common boundary of two equally sized cells,
with both primary transmitters utilizing the same transmit
powers, would have to estimate whether one or both trans-
mitters are active based on expected difference in average
received power of approximately 3 dB. However, given that
the typical standard deviation of the shadowing component
is higher than 3 dB, we see that the differences in the activa-
tion patterns are easily overshadowed by the contributions
from shadowing in terms of likelihoods. This effect can be
eliminated by distributing the sensors over the two cells as
it shown in the plots corresponding to scenario 3. Moreover
the plots corresponding to scenario 2 show that the sensors
can detect the activity of the two cells with high probability.
However, the level of the power of the non covering cell is
significantly reduced due to the high separating distance. In
summary, these results show that the positions of the sensors
can have more impact that their number.

In Figure 4, we show the false alarm probability (i.e, the
probability that the idle base station is considered active)
and the miss-detection probability (i.e., the probability that
the active base station is considered idle). In this figure, the
previously discussed effect becomes more clear. In addition,
the impact of the primary transmit power is shown, where
the false alarm is an increasing function whereas the miss-
detection is a decreasing function of this power. This means
that the higher the latter is, the more protective will be
the algorithm. Moreover, this figure shows that the num-
ber of sensors required to protect the primary (i.e., keep
the miss-detection probability lower than a threshold) de-
creases when the primary transmit power increases but this
increase in power will decrease the possibility of detecting
spectrum opportunities. Furthermore, when the power is
very low, e.g., 17 dBm, the primary receivers cannot be pro-
tected with any number of sensors. In Figure 5, we show the
cdf of the allowed transmit power in the three scenarios as a
function of the number of sensors when the primary power
is 24 dBm. The results of this figure reflect the ones shown
in Figure 3 from the secondary network’s point of view. We
only highlight here that in most of the cases where the C-Ns
are close to the idle base stations the secondary transmit
power is relatively high.

In Figure 6, we show the distribution of the estimated
allowed power for different values of σps (i.e., the standard
deviation of the shadowing factor between P-BS and C-N)
in scenario 1 where the primary power is 24 dBm and there
are 17 sensors. The figure shows that the estimated power
decreases when σps increases. Moreover, the miss-detection
probability that can be estimated from the left-hand figure
(i.e., the probability that the power is higher than 20 dBm)
increases with the standard deviation, which reduces the
protection of the primary network. However, for a standard
deviation of 2, which is a typical value for urban zones, the
miss-detection probability is less than 0.05.
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Figure 3: The distribution of the estimated power of primary base stations by secondary network. The first
(resp. the second) row reflects the estimated power of cell 1 (resp. cell 2) of Figure 2, while the three columns
reflect the three simple scenarios. The legend “One sensor in the two cells” in scenario 3 means that the
sensor position is uniformly distributed over the two cells.
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Figure 4: The variation of the false alarm probability (first row) and miss-detection probability (second row)
as a function of the number of sensors for different transmit power levels of the primary transmission. The
three columns reflect the three simple scenarios.
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In order to consider the more general case, we assume now
that the C-Ns are distributed inside a cluster that is not cen-
tered at the P-BS. Scenario 1 is considered here where the
primary power is 24 dBm and there are 17 sensors. Figure 7
shows the impact of the position and the size of the cluster
on C-N’s transmit power when the sensors are inside the
idle cell. As expected, the power increases as the size of
the clusters increases since the sensors are distributed over
a larger surface in this case, yielding less correlation in the
received signals. Furthermore, the cdf of the power starts
at higher values for smaller clusters since the minimum dis-
tance separating the C-Ns from the active P-BS is higher
than when bigger clusters are used. Moreover, this power
increases when the cluster is closer to the idle cell. It can
be noted that when the cluster is between the two base sta-
tions (i.e., the angle θ of Figure 2 is equal to 180◦), the
secondary opportunities to transmit and the allowed trans-
mit power decrease drastically especially for small clusters
(e.g., no transmission is allowed if the cluster radius is less
than 0.22 km).

It should be noted that the miss-detection of the active
base station does not always yield a harmful interference for
primary users since we are considering a protective scheme.
In fact, we evaluated the probability of harmful interference
by generating one primary receiver in each active cell, where
the position of these receivers are uniformly distributed in-
side the cell. The results have shown that except from the
case of one sensor, the probability of harmful interference
was always lower than 0.05.

4.3 Los Angeles Scenario
We shall next study the distribution of the transmit pow-

ers for the C-Ns running in a more realistic scenario where
the base stations are distributed in a selected area of 400 km
in Los Angeles city based on the location data from the TMo-
bile network [1]. We consider that three frequency bands are
available for the primary network. The distribution of the
frequency bands over the base stations is optimized in order
to minimize the total received interference in the system,
where each base station can be associated to one band. The
coverage areas of the base stations are optimized in order
to have a full coverage in the studied area. Moreover, we
consider that the maximum transmit power of each base
station is computed so that users at the border of the cov-
erage area have an SNR higher than 1.5 dB in 95% of the
cases. In order to evaluate the proposed method we consider
two cells that are using frequency band 1 as shown in Fig-
ure 8. These cells have different characteristics in terms of
neighboring cells and coverage. Cell 1 has a small coverage
area that includes the base stations of other cells, whereas
cell 2 has a larger coverage area with no neighboring base
stations inside this area. We assume also that the C-Cluster
has 17 sensors distributed uniformly inside the cluster. We
consider two extreme cases of the cluster radius, specifically
5% and 85% of the radius of the covering cell.

In Figure 9, we show the distribution of the allowed trans-
mit power in frequency band 2 where the two base stations
serving the test cells are idle. The algorithm has different
behavior in these two cells when the radius of the cluster
change. The transmit power increases with the increase of
the radius in the first cell, whereas it decreases in the sec-
ond. This is due to the fact that the cluster radius in the
second cell becomes very large and the contribution of the
other cells becomes more important than the covering cell.
Moreover, the estimated power decreases when the center of
the cluster is in the middle of the tested cell since the sen-
sors’s distance to the covering cell becomes higher. It can
be noted also that when the radius is 0.38 km in cell 1, the
C-Ns cannot transmit at all if the center of the cluster is
0.5 km away from the center of cell 1. This is due to the fact
that all sensors will be under the coverage of the neighbor-
ing coverage cell, which is active in frequency band 2. When
the radius of the cluster increases to 1.57 km some C-Ns will
be outside this coverage area and are allowed to transmit.
We also evaluated the probability of harmful interference in
frequency bands 1 and 2 for all cells and it was significantly
low due the conservative approach.
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Figure 7: The distribution of the estimated allowed transmit power in scenario 1 for different positions and
radii of the S-C (the position and the angle are relative to the idle P-BS and the line joining the two P-BSs).

5. CONCLUSIONS AND DISCUSSION
In this paper, we have focused on the problem of oppor-

tunistic access when the primary network is a cellular net-
work. In order to enable cognitive radio to use cellular fre-
quency bands, we have assumed that the relative positions
of primary base stations are known, which is a realistic as-
sumption in some scenarios. This information is used by
a maximum likelihood estimator to determine the closest
active cell to the cognitive node, which will experience the
highest interference due to cognitive node’s activity. Then
the cognitive node can estimate its allowed transmit power
that satisfies primary constraints.

The proposed approach has been evaluated using simula-
tions from which the following conclusions can be drawn:

• IEEE 802.11-like cognitive radio can opportunistically
access cellular frequency bands under some constraints
and if the cellular network is willing to share its spec-
trum.

• Even with the assumption of knowing primary base
stations’ positions, the detection of spectrum oppor-
tunities and the protection of primary users with rel-
atively acceptable probability is only possible under
specific constraints. This highlights the fact that with-
out this information, sharing spectrum with cellular
network will be very difficult.

• In order to detect base station activity the sensors
should be close to the considered base station. This
means that a cluster of sensors should only be inter-
ested in detection the activity of covering cells.

• The position and the distribution of the sensors can be
in most cases more important than the number of these
sensors. Hence, developing a model that determines

the best position distribution of the sensors remains
an open problem.

From these results, we can conclude that the primary net-
work has to do a feasibility study on the possibility of sharing
its spectrum and the related conditions to the position, den-
sity and distribution of the sensors used by the secondary.
The developed model in this paper can be used as a guideline
to find these configurations. The main limitation that pre-
vent its implementation in real systems is the assumption of
perfect knowledge of propagation models. The knowledge of
these models have high impact on both detecting the active
cells and estimating the generated interference. Therefore,
this limitation should be studied thoroughly, not only in the
context of this paper but also for cognitive radio approaches.
It can be overcome using different approaches from which we
name two based on the knowledge of a family of propagation
models adequate for the studied area:

• Use the worst case propagation model. For the detec-
tion of the active cells, this would be the one that gen-
erates the highest attenuation (i.e, high propagation
exponent and shadowing standard deviation), whereas
for the estimation of interference the model generating
the lowest attenuation is to be used (e.g., free space
model). Although it is an easy and feasible solution, it
can lead to low performance of the cognitive network.

• Include the different propagation models and their pa-
rameters in the MLE problem. This makes the prob-
lem more complicated but leads to better performance.
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