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Abstract—In this paper we address the use of utility-based express their satisfaction and a way for the network to track
optimization in wireless networks. Our optimization approach is jt. One way to do this is to define utility functions that are
enabled by well-defined, technology- and platform-independent specific for applications and users [3]. Further, thesetyitil

generic interfaces. The latter provide an abstract and unified functi hould b icated to th manader in
representation of data and services available from the protocol unctions shou € communicated 1o the resource 9

stack, ranging from old legacy protocols to newer protocols. In Order to enable their use in the resource opt.imization [mce
particular, the application layer abstraction interface enables the In traditional networks, only standard utilities and p@i
expression of individual application requirements and reconfig- can be used by the resource manager, or in the best case
uration of their tunable parameters. The proposed framework the operator can add new functions and policies. In order

allows multiple applications, network protocols, and link layer - . L .
technologies to coexist and evolve independently of each other.tO make the implementation of utilities more flexible and

Therefore, it allows the resource manager to take more efficient allow applications to register their utilities at run-tingeneric
decisions. Moreover, we present the analysis of a practical caseinterfaces should be used between the resource manager and
study of utility-based optimization and the generated results. The the applications.
source code for the application generic interface has been made |, pig context, we have been working on developing
available for public. technologies which define standard generic interfacesgy] [
These interfaces offer technology-, platform- and proktoco
independent way to access and control data and servicds avai
The rapid increase in the number of the wireless-enablatile on the protocol stack. Furthermore, they can assiss€ro
devices and their demands for high-speed multimedia comnayer and utility-based optimization techniques in the RRM
nications makes the scarce spectrum resources very psecidliese generic interfaces are ULLA (Universal Link Layer
Therefore, techniques related to Radio Resource Managem&Rl), GENI (Generic Network Interface) and CAPRI (Com-
(RRM) [1] that increase the efficiency of the use of ramon Application Requirement Interface). ULLA abstracts th
dio resources are crucial for wireless communications. RRMk/physical layer while GENI abstracts the transporivwark
techniques enable adapting the system to dynamic sitsatideyer. CAPRI is used to represent application requirements
by controlling radio parameters such as data rates, chantees of application layer utility that quantitatively eegses
allocation, and, thus, improve the overall system perforeea the end-to-end performance objectives.
The core functionalities of RRM include (a) reconfiguralili  In a related line of work there have been a lot of work on
that allows adjusting radio parameters at run-time, and (bjility-based optimization and cross-layer optimizatitath-
context-aware resource optimization with respect to,, e.giques in wireless networks. In this paper, we show how we
delay, throughput, spectrum efficiency, and QoS according dan enhance the performance of the system by putting these
the end-to-end performance objectives. two concepts together. More specifically, we show how we
In the last decade, cross-layer designs have been corssidexan exploit CAPRI functionalities in order to develop aniopt
as important candidates for solving the problem of resourogization framework that allows the implementation of tyHi
optimization since they allow information exchange aciss based and cross-layer optimization for wireless networke.
ferent layers of the protocol stack [2]. In such framewotks, major advantages of this approach are seamless data aktriev
control entity that is responsible of resource managemamt cdhat can be used to evaluate various network configurations
build a comprehensive view of the status of the differenttay and the capability to differentiate between different aggtlon
However, the interactions between these layers are compteguirements. The former enables cross-layer optimizatio
and have to be performed only through standard interfaceghile the later facilitates utility-based optimization.
Otherwise, we need a structured and generic way to defineThe remainder of this paper is organized as follows. In
such interactions and expose layered data in order to asSiettion 1l we describe the motivation of this paper in more
the optimization process. This way, cross-layer optinnirat detail and provide some background. Then we explain the
modules could unleash the full use of information that residoptimization framework in Section Ill, and provide an imple
at the various levels of protocol stack. Moreover, wirelesaentation case study in Section IV. We finally conclude the
networks can offer better experience to users if they c@aper in Section V.

I. INTRODUCTION



II. MOTIVATION AND BACKGROUND

In traditional RRM approaches, each layer of the protoc
stack conducts independent optimization processes. Tiese
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cross-layered RRM techniques where information from diffe Optimization

ent layers are required. AC,AQ, NE C,Q NR (URO)
To remedy the situation, various ways to abstract data a “**"?

services in the protocol stack for easier access have been i
developed. Providing unified and generalized access to d =~ [un || ACAQNE | COanR

. . . Layer 1 oP Layer 1 API ] oP
and services across different layers and protocol entiies
normally a key design requirement that enables such efficien { _ _ Abstraction layer ] -
optimization capability. Therefore, standard generielifsices  ¢= Commands AC = Abstracted Commands ~ L-NA= Layer-N Adapter
can be efficiently used to handle this issue by enablingie i reusin NR-nocion et N hecron o
seamless communication between protocol entities atrdiffe 7 = Optimized Parameters
layers and radio technologies. In addition, these intedac
allow independent development of hardware and software.
New functionalities of the RRM can be deployed on existing

devices without the need to consult the Original Equipment ) ) )
Manufacturer (OEM). fully interoperable with other products. By using a generic

In order to obtain the most efficient resource allocatiomsol2nd unified interface, the system allows multiple applarzsi
tions, the RRM needs to have a comprehensive representaft§vork protocols, and link technologies to coexist andwevo
of the environment and protocols’ performance. In particul independently of each other. _
the RRM needs to be aware of the different applications and!" thiS paper we extend and attempt to close the design
their different goals [3]. These goals are normally quatitie 9P Of the concepts proposed in [7], [8]. Particularly, we do
and have to be translated to numerical expressions thatear’8t Only abstract data and services of the low layers of the
understood by the resource manager. One possible techisiqurotocol stack, but also express application requiremesis
to use utility functions as a performance metric to modes¢net© facilitate the resource management. Further, the framew
optimization goals. Basically, utility functions combigeveral design proposed in this paper is platform, operating system
network attributes such as throughput or delay into numeRrotocol independent. We also take into account exteitgibil
cal values depending on particular application requirgment© Support future applications, protocols, technologiesl a
This approach makes it possible to compare differences RIgtforms, and as well as interoperability to support vasio
network configurations and applications expressed byreiffie tyPes of devices with different resource capabilities udahg
utility functions. For instance, a downloading applicatis a "esource limited sensor devices, PDAs, and laptops.
throughput-sensitive application while a video streanaipgli-  The proposed framework bridges the OSI layers by provid-
cation is typically delay-sensitive. In such cases, aptitins N9 protocol and application md_ependent abst.ract|on$|aws
can use the generic interfaces to express their optimizati® Fig. 1. The framework consists of two main parts, namely,
goals which can subsequently be used by the radio resouf@straction layer and utility-based resource optimizatio

Fig. 1. Conceptual view of utility-based cross-layer optation.

optimizer. _ The abstra_ction layemprovides technology-_and protocol-
) ) independent interfaces to synchronously retrieve data )
A. Generic Interfaces and Abstraction Layers support asynchronous notifications (NR) and to deliver rmont

The concept of generic interfaces for computing platforntommands (C). The abstraction layer translates these sexque
is well-known [6]. Generic interfaces usually describegtao  into abstracted, technology- or protocol-dependent puogr
functions, parameters and objects, together with teclgyelo ming primitives (AC, AQ). Moreover, the powerful notificati
and platform-independent application programming igiegs mechanism can either be event-based once a certain conditio
(APIs). The goal of these interfaces is to provide a unified fulfiled upon network changes, or periodic for updating
representation of data and/or services available on theqob layer information at specified intervals. The notificatiomret
entities. They act as an intermediate layer between thegubt (NE) is returned if one of the conditions is met. In case
entities and the control entities as depicted in Fig 1. legacy protocols are deployed, Layer-N Adapter (L-NA) has

Generic interfaces are also used as a solution to the problenmbe used to cope with technology-specific ways to retrieve
of how to incorporate newer protocol entities to older lggad\-layer information and to provide transparency to the core
protocols. Some vendors may use proprietary solutions bf the abstraction layer. Moreover, via the abstractioretay
developing their own interfaces that are most optimizethéirt reconfiguration of layer parameters with the optimal values
goals. However, these interfaces are typically not wefirdel (OP) obtained from the resource optimizer is enabled. Kinal
and only tied to specific vendors, and would not usually kbe utility management API, sitting on top of the abstrattio



layer, provides capability of defining optimization goals i{[ carrembes picaion ! | i
a quantitative manner. For instance, the applicationsstegi | vor «—{ax]i e . - Knowledge
individual utility functions through this entity (AR). T ors :rﬁ' ity manager
The utility-based resource optimization (URB)basically | [Viosweamng j«— aA | : !
an extension of traditional RRM to support utiIity-base<::-;-:-:-;-E-;T:fg-l‘ff;i‘-‘fﬂ}fllf-’:: ! ! Flow manager
optimization. It is used to find the optimized parameters o = = | !
each layer that maximize applications’ utility value. ThR@ ! : fg:g»‘f:s—gp%& S Vodsling
uses commands, queries and notifications exposed by i | !
abstraction layer to retrieve the required informationhe | Tersotanvemos aver I ! Desision and
periodically or upon requests from the optimization preges l ! i et
to perform utility evaluation (UE) via utility managemenPA | [Buwosnsive ]l o Io ann ML algorithm)
. . . i ors Ly ors CRM Toolbox and
B. Utility function and utility value | Foo2to e | :ibsﬂaM%: Libraries
Fundamentally, the utility value is a quantitative reprege “sme e s optimizer Optimizer's tolbox

tion of the quality of a connection measured at the appboati
layer. It is used as a performance metric and optimizatiai,go
and combines several network attributes such as throughput

or delay depending on particular application requiremen@ector of network attributes characterizing the connectised

A utility f%ncuor:j can dt?e defined ?S a funct|op of one _? y data flow: and N is the number of data flows running on
more .attrl ute.,. epencing on app ication requw.ementse e node. It should be noted that the summation of priorities
definition of utility function becomes more complicated \mheiS

multiple applications are simultaneously running and isigar (9 is normally defined by the application provider. It can

the_ same communlc_anon link. In t_h|s case, we need #2 a linear combination of separable functions of the dffier
optimization mechanism that takes into account the SySteffyin tes [10]. It should be noted that our framework can

performance of these application interests. handle any type of flow utilities but in our implementation

A su_itable sql_ution to_this problem is achieved through tr\ﬁe use a particular separable utility function defined by
utilization of utility functions that are evaluated baset the } } }
U(”’Z)(al-) - Z wl(lnﬂ)ugnﬂ), )

set of various measurable attributes of the connections Thi app

gives a single real number, representing the utility of the acA

connection for the ap.plllclatlon. bine th _ _ whereu"" is a utility function related to attribute from set
I-_|ovx|/ever, itis not E[rr:VI? to combine tt ?r]setriqtljlrf_lr_r:er‘_wjf|nt _ arch Wi s a weighting coefficient ofy ()

a single expression that can represent the total utilityrdeo w™) — 1. The definition ofu™? and the value of

(n,2

to perform the optimization process. In particular, we heve lication-d dent and b ided by th
take into account that several applications can run on tesa/’e ~ are application-dependent and can be provided by the

link and share resources, while each application can gmer%pplication.developer ora third. party. These utlity .fLiODS
several data flows to/from various destinations/sourceseM 2 °© normahzedblto ha:jve va;lues m_tthde ra??ﬁ [O,t_ll_Ci_O] in order to
over, we have to consider that data flows may have differeh]}?ve comparable order of magnitude ot the Utilities.

levels of priority that can be set by the administrator of the 1. FRAMEWORK DESIGN

network or the user. In order to formulate these relatiors, W | this paper, we merge the concepts of utility functions and
use the simple weighted sum approach based on objecti¥ger abstraction in Fig. 1 into a realistic and well-sturetd
weighting as presented in [9]. The weighted sum approaghtimization framework as shown in Fig. 2. In our approach,
attempts to maximize the sum of the positively normalizege adopt the Cognitive Resource Manager (CRM) [11], a
weighted, single objective scores of the parameter setisnlu cognitive radio extension of traditional RRM approach, to
Each application is associated with a utility function thet perform as a core of the URO framework. In this framework,
evaluated based on the set of various measurable attribiteghe CRM enables an implementation of learning mechanisms,
the connection. This gives a single real number, represgntcomplex control, and cross-layer optimization. These -tech
the utility of the connection for the application. Hence, Wgjques are used to solve the resource management probfems, i
define a node utilityV,, by particular, in a multi-objective and multi-technology ¢ext.
Furthermore, utility-based optimization is in fact a subske
complex control within the CRM toolbox. The implementation
of the utility-based optimization framework for Microsoft
Visual C++ is available from [5].

Fig. 2. Technical view of the proposed optimization framework

(n,9)

N
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whereUéZ;f) is the utility function of applicatiorpp repre-
sented by data flow and running on node. This application
has a nonnegative priority("? (high p(™? indicates high
priority). In addition,a; = (a; 1, ..., a;,x ) is a K-dimensional

A. Components and interfaces

As shown in Fig. 2, the CRM is the core component of our
optimization framework. The CRM has access to all the layers



of the protocol stack (for measurements and settings) v&t a by using mathematical expressions. The syntax consists of
of well-defined APls, and acts as a cognitive decision-n@akirintegers and real numbers, typical basic arithmetic ojmrat
unit that performs local and/or global optimization based g+ for addition, — for subtraction/negations for multiplica-
information from the protocol stack, environmental readin tion, / for division, and ~ for exponentiation), together with
or historical data utilized for learning and modeling. parentheses. Arithmetic functions such as natural Idwarit
The most important components of the CRM used in the ofleg()) and exponential function (exp()) are also includedr
timization framework are (a) thElow managerthat provides instance, the utility functiorog,, (¢ + 1000000) is a valid
information about available wireless adapters, estaddisimks utility function for UDP data downloading where is the
and active flows and also defines interfaces for CRM to changeeasured throughput of this UDP flow.
configuration of adapters, links, and flows; and (b) thdity In order to express simple conditions such as step function,
manager that evaluates the utility value for each individwe use the Iverson bracket notation. In this notation, tieedll
ual application and for the node, according to the netwof&rm [condition] is used, evaluating tb if the condition is
performance data; and (c) tHeecision-making componentsatisfied and) otherwise. The conditions can be expressed
that estimates the current network performance based wsing standard expressions such=as(equal to),! = (not
information from different layers, nodes, and historicatad equal to),< (less than)<= (less than or equal to); (greater
This component then tries to identify the cause of problentisan), >= (greater than or equal to). Simple parentheses are
and schedules actions to resolve them; andP@l)cy engine also used if more sophisticated conditions need to be formed
that receives defined policies from the policy server, reasoFinally, measured values of different attributes of a flake |
on them, and answers user’'s queries o spectral usage. THreughput and delay, are used as the arguments of they utilit
optional knowledge databasean be utilized for improving function. In the prototype, we usdor throughputd for delay,
learning and modeling mechanisms in the CRM toolbox. Mogefor packet loss rate, ang for jitter.
details on the CRM components and implementation can beFor instance, if an application can only accept a maximum
found in [12]. delay of 50ms, the corresponding utility function can be
In order to optimize radio resources, the toolbox and lpresented as a step functidd,<= 0.050].
braries use information that are either stored in the kndgde  The application can express this preference by combining
database or gathered by the CRM core at run-time througife above specification with the previously mentioned tytili
the generic interfaces, namely ULLA, GENI, and CAPRI. Theunction with different weights, a8.7log,,(t + 1000000) +
ULLA and GENI interfaces allow the CRM to interact with0.3[d <= 0.050]
protocol stacks of different technologies. The CAPRI inter
face enables applications to express their requir emerds @ Utility-based optimization
preferences in terms of network constraints and performanc

which can be subsequently used by the CRM in its Utilityr'nize the quality of the connections perceived by applicetio

based optimization process. Furthermore, by using infioma For specified flow utility functions for flows running on a node
exposed by these generic interfaces, the proposed frarkewgor

T . ' ) . e optimization problem is to find a set of parametets X,;
allows. optimization across multiple Iaye.rs ||_10Iud|ng plogh such that/,, is maximized. The optimal set of parameters can
data link, network, transport and application layers. @msbe formally defined as:
layer optimization is performed within the CRM by using the
exposed data from the different layers. Subsequently, a set i
of optimized parameters will be configured via ULLA, GENI, Xopt = arg %E}?({ZpiUéﬁﬁ)(ai (x) }’ ©)
and CAPRI at the corresponding layers. It should be noted tha !

ULLA, GENI and CAPRI are not dependent on the presence wherex is the cross-layer parameter tuplé,is the parameter
CRM. They can be also used with any other resource managpace, and,, is the optimum parameter tuple that maximizes
if the data formats are respected. Unp. ‘

To interfface CRM with the protocol stack, for legacy Each data flowi is associated with a utility functioUé;‘;})
protocols, abstraction layer adapters are required tostraand a unique flow ID through the CAPRI interface. The utility
late programming primitives into protocol- or device-sffiec is calculated based on network attributes retrieved peddigl
commands. In particular, the Link Layer Adapter (LLA)from the protocol stack through ULLA and GENI interfaces.
implements the ULLA link provider functions. The NetworkThe utility is used as a triggering mechanism for the opti-
Layer Adapter (NLA) implements the GENI network providemization process. Alternative triggering mechanismsuidel
functions. The Application Layer Adapter (ALA) abstractchanges in spectrum policy, flow priority, or link load. The

gu

The main objective of the resource management is to opti-

away any application-specific details. utility-based triggering event reflects a change in the igual
o N ] of connections as perceived by the CRM. We shall note that
B. Specifying utility functions although the utility function is defined by the applicatidhe

CAPRI needs a concrete representation of utility funattility is not used to maximize individual application need
tions. Utility functions can be specified in the formte§- but rather to maximize the node or network performance as
ister_utility (flowlID, utility -functions)” and can be specifiedperformed by the resource optimizer in the CRM.



Legacy
Application

Fig. 3 shows how utility-based optimization is realized in { ot
the URO frameworkCAPRI-aware applicationthat explicitly
use the CAPRI interface and link CAPRI library into them,
can register their utility functions directly through CAPRN |
the other hands, the data flows kgacy applicationsthat
are not developed with the CAPRI interface and library, are
detected by the flow manager once the applications generate
data traffic. The CRM then automatically registers the newly
detected data flow using predefined utility functions acicayd
to an application type, determined by the network ports the
application is using. The registered utility functions aiRI-
aware and legacy applications can be updated at run-time.

The utility managercalculates the utility values based on | T | _i
the information periodically collected by the CRM through
the generic interfaces. Thdecision enginghen examines the
recent utility and triggers the configuration action if (&) is
below a certain threshold; or (b) the difference betw&grand
moving average utility value is greater than a certain thoks
or (c) a periodic timer times out. It should be noted that th&. Scenario description

moving average threshold is used and periodically updated t We have deployed a prototype setup of four standard note-

prevent unnecessary activation OT gvent tqggenpg. I -ohe books to validate the proposed framework. The test scenario
these conditions is met, the decision engine will notify the "~ L . .
; . ; ! . ) . exploits two applications: UDP video streaming (VLC) [14]
action engine The action engine decides the configuration L A
. . " as a legacy application and UDP download application (DL)
actions based on the current environmental conditions end ¢

. . . . ; as a CAPRI-enabled application. Two users, called Alice and
source available. These configuration actions involve agtw . . o :
: . . . . - Bob in the following, are assumed to be within the same radio
layer traffic shaping, link-layer configuration and apptica-

layer adaptation. range.

The link-| . iond . : The flow of the scenario is as follows. Alice wants to
e link-layer configurationdetermines an appropriate ac, downloading some photos from the photo library on her

t'%r."hSUCh (;is chabnnel s]:/wtch:r;g and ;hannel ;]N'dth résiziNgniop while still watching the movie through local network
which needs to 0€ perlormed according to the current ®Phe video stream has a higher priority than the download-
vironmental conditions and application needs. For iN®anG,; syeam. The priority level is set by the home network
if the application is a data-rate-hungry one, we may needhinistrator, Alice in this case. Afterwards, Bob stais t

to increase the bandwidth. However, if the used Channe'é?nchronize his music folders with the music server. The

reIatweI;r/] conr?este?, 't_'ﬁ lbetterl todmom\:; thektlransmlss]lc;fq_nn spectrum occupancy is rather high due to the fact that Alice
some other channels with lower load. Tietwork-layer traffic o4 popys house is surrounded by a lot of wireless networks

s_hapingdetermings the shgre_of bandy\{idth for ea_ch f"‘pp"cg'nd therefore there is only one channel (i.e. the used channe
tion based on given application priorities. Theplication- 5, ijapie The main objective is to maximize the video quali

layer adaptationdetermines which CAPRI-aware applicatiorberceived by Alice while Bob's download stream is running
parameters need to be tuned based on application prioritigﬁd sharing the medium

As an example of conﬂgurable appllc_atlon parame_ters, We\When all these applications are running, the CRM discovers
use data rate and encoding scheme. Link-layer conﬂguratl%q

network-laver traffic shaping and aoplication-laver adsioh at the current link is overloaded. However, after chegkin
Y hing PP y PR some performance indicators through ULLA and GENI, it

are performed through ULLA, GENI and CAPRI, respectlvelydoes not detect that there is external interference. The CRM
also knows that the link is already using the maximal channel
width, and thus there is no space to expand. Therefore, lit wil
IV. PRACTICAL CASE STUDY IN IEEE 802.11 re-prioritize the resource assignment to ensure that the hi
TECHNOLOGIES priority application, VLC, receives sufficient bandwidth.

ALA

CAPRI |

Utility Manager CRM

Decision Engine

Action Engine

v
Link
Configuration

Network Traffic
Shaping

Application
Adaptation

Fig. 3. Utility-based optimization in the CRM framework.

In this section we shall provide an implementation exampfg QOptimization performance
to show how the proposed framework works in practice. The
prototype has been implemented and ported on the IEEEWe define the utility function of the VLC application as
802.11-based WLANs. We validate the proposed framewo# function of throughput«(™”) and delay ¢""). Video
deployed in a real-life scenario by porting two standardreaming application is considered as a delay-sensifipé-a
applications for it. The full description of implementatican cation. Thereforew|"" is set to a higher value of 0.8 while

be found in [13]. w{™" is set to 0.2, and thug{72) = 0.2 u{™" +0.8-ul/"".



TABLE |

In particular, the proposed framework allows (a) the reseur
OPTIMIZATION PERFORMANCE

optimizer to seamlessly retrieve data and services via ULLA
and GENI interfaces; (b) the applications to express their r

Chan
(3! T, Ts from %j to quirements by specifying different utility functions visABRI

T3 (%) interface; and (c) the utility-based resource optimizatto
Interference low high high use information from all OSI layers to maximize the network
Optimization  disabled disabled  enabled utilization across multiple layers. The optimized parasnet
dPlice) 78ms 365ms  14.5ms |60% grgprstl:(_)ntﬁg?red in the protocol stack via ULLA, GENI and
(Alice) interfaces.
taﬁi’c’;‘)’e 9Mbps 6 Mbps 1 Mbps| |600% We have validated the prototype implementation of the
e, ave 6Mbps 3 Mbps 5.5 Mbps 1250% proposed framework in a real-life scenario on the Windows
5% - 8 Mbps 9 Mbps | 112.5% platform. The results have shown that the proposed framewor
Uptice 94 60 95 158 maximizes the network utilization in a non-cooperative-net

work by reconfiguring the parameters according to the datisi
made by the optimization process. The implementation of the
C (nd) proposed framework for Microsoft Visual C++ is available
We defineu; ™’ by from [5].

10810 (MiN(t, Rmax) + 1000000) — 6

™ =100 4
Uy o0 (R + 1000000) —6 4) ACKNOWLEDGMENT . .
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(i) _ J o 25tanh( 41293 if 5 < d < 25 ©) UMIC research center. We also thank the European Union
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57 — (0.264d), if 25 <d<215

wheret is a throughput measured in bitsdsis delay measured

in milliseconds and maximum allowed data raf,.x can 1
be defined by the application when registering to CAPRI or
adjusted during run-time by the CRM through CAPRI. In ourl2]
settings, we consider thdmax = 9 Mbps at the beginning. 3]

The DL application is considered as a function of through-
put Ué’L“) = ui”’z) only. From (1), we compute the node
utilities perceived by Alice and Bob dSyjce = %U\(,ﬁ'éce’l)
%Uéﬁllcez) and UBob _ Uélﬁob,l).

The utility functions used in this example are modified
versions of functions in [15] so that the weighting coeffitge
and thresholds are suitable for our prototype. In this stena
we consider that VLC has a higher priority than DL. First,
Alice starts VLC and DL. Thereafter, at tini§, Bob starts [g]
his download stream. The optimization is triggered at time
T,. Table | shows that when Bob starts his application th(fg]
average delaylayc is almost four times higher than before,
causing some glitches on Alice’s video and degradation of
Alice’s node utility. However, when the optimization prase
is applied, the maximum allowed data rate of Alice’s DL i$11]
lowered from 6 Mbps to 1 Mbps, resulting in lower delay and
higher data rate in Alice’s VLC and Bob'’s DL. Additionally, r,,
Alice’s node utility increases by 58%. Alice is unaware o%
this action, although she notices that her downloadingsire
is somewhat slower. Alice is now satisfied as the movie {7
running smoothly again after a short period of degradation.

[4
+ g
[6]

(7]

V. CONCLUSIONS AND FUTURE WORK [14]

In this paper we have presented a utility-based optiminatiéw]
framework for wireless networks that enables cross-layer o
timization at run-time through well-defined generic inteds.
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