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Abstract—A common concept to mitigate the effects of spec-
trum scarcity is to allow opportunistic dynamic spectrum access
(DSA) to licensed frequency bands. In this context, the license
holder may experience a decrease in the performance of its
network. For cellular networks this may lead to unwanted cover-
age holes at locations where the secondary-induced interference
is too strong. In this paper we propose a planning tool and
a channel assignment mechanism for cellular OFDMA-based
networks that takes the coverage requirements of the primary
system into account. By keeping a dynamic reserve of channels
for those nodes that experience the highest interference, we can
maximize spectrum utilization while guaranteeing a predefined
service reliability. Our simulations show that only a small fraction
of channels will need exclusive reservation, hence large parts of
the spectrum may be employed in secondary systems.

Index Terms—Dynamic Spectrum Access; OFDMA; coverage
reduction; channel assignment, planning.

I. INTRODUCTION

Recent studies and measurement campaigns have revealed
the significant under-utilization of precious spectrum re-
sources due to static frequency allocation regimes [1]. A new
paradigm, Dynamic Spectrum Access (DSA), has emerged as
a solution to these spectrum inefficiency problems by allowing
a more flexible spectrum assignment [2], [3].

In the context of DSA, different concepts were considered.
One of these concepts allows opportunistic access of the
secondary users to licensed spectrum. In order to access the
primary spectrum, secondary users should guarantee that they
will not disrupt primary communications. In the last decade,
most of the research work was focusing on secondary net-
work resource management and primary detection. However,
only few papers consider, though implicitly, the definition of
primary constraints and the development of mechanisms to
allow secondary activity [4]–[8]. Most of these works assume
that the primary license holder is a TV broadcasting network
and that the activity of any secondary network is enabled by a
reduction in geographical coverage, with the exception of [8]
where a reduction of rate is considered in cellular networks.

The main objective of cellular operators is to serve their
users with their requested services wherever they are. This
means that a pervasive coverage, especially in urban zones,
has high priority in operator decisions. Therefore, a cellular
operator will allow opportunistic access to its licensed spec-
trum only if its pervasive coverage constraint is satisfied. By
coverage, we mean here the geographic area where the signals

of a transmitter can be decoded by the receiver. In other words,
cellular operators will not allow secondary activity if it will
lead to the appearance of “dead zones” in their coverage,
where the mobile cannot make reliable communications. In
this paper, we propose a solution to this problem that does
not lead to a noticeable loss in coverage or data rate. This
will be achieved by exploiting the flexibility of OFDMA-based
systems, which are the majority of next generation wireless
networks (e.g. 3GPP LTE, IEEE 802.16 and IEEE 802.11n),
and performing intelligent planning and channel assignment
mechanisms. The proposed solution will lead to more robust
primary networks against secondary interference for the same
available secondary opportunities, or more opportunities for
the same robustness in comparison to other solutions.

The paper is organized as follows. In Section II we formu-
late the problem and describe the system model. In Section III
we describe the proposed approach, which is basically com-
posed of a planning tool and a channel assignment algorithm.
In Section IV we present the simulation model and discuss the
obtained results. Finally, we conclude the paper in Section V.

II. PROBLEM FORMULATION AND SYSTEM MODEL

We shall focus here on a scenario where the primary
network is an OFDMA-based network with T frequency
channels. We assume that all channels are orthogonal and show
the same propagation characteristics. We also assume that the
secondary network will respect the interference constraint of
the primary network that can be reflected by a maximum
allowed interference ιmax. This interference is determined
such that it can be tolerated by any primary receiver, especially
the ones at the cell boundaries [9]. In addition, we assume that
any approximation in the computation should lead to a more
protective situation for the primary network, guaranteeing that,
in the worst case, the performance of this network is the
one predicted by the model. Finally, we assume that all base
stations have the same activity pattern that is defined by the
probability of activity α, which is the ratio between the number
of active users in the cell and T (i.e. α reflects the cell load).

The dimensioning of cellular networks is designed to guar-
antee that the probability of having an unsatisfied user is ε. An
unsatisfied user can appear due to coverage or cell capacity
problems. In most cases, users at the edges of the cell are
the ones that are most affected by these problems. Therefore
network planning tools are designed to guarantee that the



average Signal to Interference and Noise Ratio (SINR) at the
edges of the cell is higher than a given threshold γmin. The
average SINR in dB at the edge of the cell is given by

γedge = P − Lmax − 10 log
(
10IS,max/10 + 10PN/10

)
, (1)

where P is the transmitted power by the base station for one
user, Lmax is the maximum allowed path loss in the cell,
IS,max is the interference generated by the other cells in the
primary network and PN is the power of background noise.

When a secondary user is allowed to transmit, additional
interference will be experienced by the primary users, and the
minimum SINR becomes

γs =P − Lmax

− 10 log
(
10IS,max/10 + 10PN/10 + 10ι/10

)
,

(2)

where ι is the experienced interference due to secondary
transmission. Therefore, all primary users will experience a re-
duction in their SINRs if no action is taken by the network (e.g.
power control, change of modulation). Due to the planning of
wireless networks, a user at cell boundary is normally served
with the most efficient configuration (e.g. highest power) and
hence it does not support additional interference. Thus, the
primary network has to accept an increase in the number of
its unsatisfied users to allow secondary users to communicate.
One commonly used method is to compromise the coverage
area of the primary cell and reduce its cell radius from r
to rs. If the secondary network exploits all the opportunities
and the primary network keeps its normal coverage planning
(i.e., without considering secondary activity), “dead zones”
where primary users cannot have reliable communication will
appear in the system. However, dead zones are unacceptable
in most cellular systems. Thus, the primary network will either
increase the transmit power of its equipments, including user
equipments, or will have to add more base stations in the area.
Both solutions are costly and thus should be avoided.

In order to maintain the same base station distribution and
configuration while reducing the impact of secondary activity
on the coverage area, the primary network can use a more
sophisticated planning combined with a channel assignment
algorithm guaranteeing that a high percentage of users in
the otherwise dead zone will be able to maintain reliable
communication. Therefore, we propose to divide the cell into
two regions as shown in Fig. 1, depicted as “protected zone”
and “inner zone”, and allow secondary transmission only in
channels that are allocated to users in the inner zone. The
protected zone is the zone where the interference generated by
the secondary nodes will lead to primary users’ SINRs lower
than γmin in contrary to the inner zone where the primary
users will always have an SINR higher than γmin. The border
between the two zones is defined by the threshold where the
SINRs γs of the users are equal to γmin. In order to allow user
equipment to detect in which zone they are, an estimation of
the SINR has to be performed. However, since the interference
from the secondary network cannot be distinguished from the
other determinants of interference, the receiver estimating its
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Fig. 1. Protected and inner zones in a primary cell separated by Lth.

SINR will not be able to know if this SINR already includes
secondary interference. Therefore, the primary network has to
employ another method to identify the position of the receiver
inside the cell by measuring the path loss towards its serving
base station. Hence, the border between the two zones can
be now defined by the zone where the path loss is equal to
threshold Lth. In our model, the primary network will divide
its channels into two groups: Shared channels can be used by
the secondary users in addition to primary users in the inner
zone whereas restricted channels can be only used by primary
users in the protected zone and if required for the primary
users in the inner zone. The primary network will associate τ
restricted channels from the T channels for primary use only
with priority to users in the protected zone. This will guarantee
a full coverage of the primary network while allowing the
users in the protected zone to have SINRs higher than γmin.
In this way, the users at the initial cell border will experience
the same SINR as was expected in the planning phase since
there is no secondary users’ interference, while the users at the
new border, defined by L = Lth, will also have SINRs higher
than γmin since this zone is defined to support an additional
interference that can reach ιmax. This value is used by the
secondary network in order to estimate its allowed power and
tune its detection mechanisms [9], [10]. The SINR at the initial
cell border without secondary activity should be equal to the
SINR at the inner zone border with secondary activity. From
(1) and (2), we can write

Lth =Lmax + 10 log
(
10IS,max/10 + 10PN/10

)
− 10 log

(
10IS,th/10 + 10PN/10 + 10ιmax/10

)
,

(3)

where IS,th is the estimated internal interference experienced
by the users at the border of the inner zone. Lmax and IS,max

are in general given by the planning tool and depend on the
deployment of the base stations.

In the following we shall propose mechanisms to compute
Lth and, as our main contribution, find the maximum num-
ber of shared channels while guaranteeing unsatisfied user
probability due to secondary activity lower than εs, where
εs < ε. This probability can be also defined as the probability
of having at least one user from the protected zone associated
to a shared channel:

εs = P{∃(i ∈ Π and f ∈ Θ) such that aif = 1}, (4)



where aif ∈ {0, 1} is a variable that reflects the binding of
channel f to user i (i.e., it is equal to 1 if channel f is assigned
to user i and 0 otherwise), Π is the set of users in the protected
zone and Θ is the set of shared channels.

The proposed channel assignment is assumed to be perfect,
meaning that at any time we can reassign channels in order
to preserve availability of the restricted channels to users
in the protected zone. More practical algorithms and their
performance can be derived from the following analysis but
are out of the scope of this paper.

III. PLANNING AND CHANNEL ASSIGNMENT
MECHANISMS

In this section, we first propose a simple method to compute
the path loss threshold and a method to estimate the number
of channels that should be reserved as restricted channel. This
computation will be normally performed during the planning
phase and may also be performed periodically based on
changes in the network configuration. Then, we describe a
simple channel assignment.

A. Computation of Path Loss Threshold

The path loss threshold Lth is computed to identify those
users in the protected zones: if L > Lth the user is considered
to be in the protected zone. The value of Lth can be computed
from (3), where the only unknown parameter is IS,th that does
not only depend on the position of the primary user inside
the cell but also on the distribution of the base stations and
their activity. Therefore, the value of Lth will depend on the
scenario. Since we adopt a protective scheme for the primary
network, we assume that IS,th = 10 log(α) + IS,max. The
parameter α is introduced in order to take the impact of cell
loads into account. This is not optimal for increasing spectrum
opportunities but it will guarantee that the primary users will
always be satisfied. By using this assumption, we can write

Lth =Lmax

+ 10 log

(
10IS,max/10 + 10PN/10

α10IS,max/10 + 10PN/10 + 10ιmax/10

)
.

(5)

B. Computation of the Number of Shared Frequencies

We shall now carry out some analytical calculations on the
distribution of path loss for the different users in the typical
primary cell. Our objective is to derive expressions for the
probability that a typical user experiences path loss greater
than Lth, and from that derive the probability that the given
number of restricted channels is sufficient for all primary
nodes in the cell.

We assume that the locations of users in the cell are
independent and identically distributed, with the p.d.f. of the
distance from the base station denoted by pr. Further, we
assume that the users are distributed isotropically around the
base station, allowing us to focus only on the radial component
of the location distribution. This assumption is without loss of

generality. For a user at distance r (in meters) from the base
station, we write the path loss in dB as

L = 10η log r + C + χ, (6)

where C and η are constants specific to the propagation
environment, and χ is a normal random variable of zero mean
and standard deviation σ to account for shadowing. Thus, the
probability that the user is assigned a restricted channel is

P{L > Lth} = 1− P{10η log r + C + χ ≤ Lth}. (7)

We shall denote by Lr ≡ 10η log r+C the first component of
the path loss. Since r is a random variable, Lr is also random,
and we shall indicate its p.d.f. by pLr . Explicit expression for
pLr can be obtained from pr by the standard formula for the
p.d.f. of the transform of a random variable (see, for example,
[11] for details). The probability density function pL of the
total path loss is then given by the convolution of the densities
of the two components, that is, by

pL(t) =

∫ ∞

−∞
pLr (s)pχ(s− t) ds, (8)

where

pχ(x) =
1√
2π

exp

(
− x2

2σ2

)
. (9)

Depending on the exact radial distance distribution pr of the
users, (8) can either be evaluated analytically in closed form,
or by numerical techniques such as multiplying the fast Fourier
transforms (FFTs) of pLr and pχ, and taking the inverse FFT
of the result.

Now, given pL, we can obtain the probability that the path
loss of a typical user exceeds Lth as

Pth ≡ P{L > Lth} = 1−
∫ Lth

−∞
pL(t) dt. (10)

Since we assume the locations and the shadow fading
components of the path losses of the different users to be
i.i.d., the number of users Np in the protected zone is given
by the binomial distribution with parameter Pth. In particular,
the probability that sufficient number of protected channels
have been reserved is given by

P{Np ≤ τ} =

τ∑
i=0

(
N

i

)
P i

th(1− Pth)
N−i

= (N − τ)

(
N

τ

)∫ 1−Pth

0

tN−τ−1(1− t)τ dt,

(11)

where N is the total number of users in the cell. This probabil-
ity is proportional to the regularized incomplete beta function
I1−Pth (N − τ, τ + 1) which can be evaluated numerically
[12]. In order to satisfy primary constraints, this probability
should be greater or equal to 1− εs. Therefore, the planning
tool will find the number of channels τ that satisfies

P{Np ≤ τ − 1} ≤ 1− εs ≤ P{Np ≤ τ}. (12)



The planning tool will compute the value of τ using (12).
As shown in this sub-section, the value of τ depends also on
the total number of users N in the cell. Moreover, the value
of τ depends on Lth that is related to ιmax and N , which is
reflected by α, as shown in sub-section III-A. Therefore, the
planning tool will provide the channel assignment algorithm
with a table that gives the number of restricted channels τ as
a function of N and ιmax.

Since the value of N can change on a millisecond scale,
it is not practical to use instantaneous values of N . Instead,
the planning tool will provide the channel assignment with
a table that gives the total number of users N as a function
of the period of day, the day in the week, etc. The value
of N will be estimated as the maximum number of users
that the cell can have at a given period of time since we
are adopting conservative mechanisms to protect primary
networks. Another possibility is to consider N equal to the
maximum number of users in the cell over all time periods.
However, this will limit the opportunities for the secondary
network since in some periods of time the cell load can be
very low (e.g., cells in an industrial zone will be less loaded
at night or at the weekend).

C. Channel Assignment

The primary network will reserve τ channels for the users
in the protected zone based on the period of time and the table
provided by the planning tool. Each time a primary user from
this zone requests a connection, the primary network will try
to assign a restricted channel. If there is no restricted channel
available and some of these channels are allocated to users
in the inner zone, one of these channels will be allocated to
the new user and a shared channel will be allocated to the
user that was originally associated to the restricted channel.
Otherwise, a shared channel will be associated to the user
until a restricted channel is released. Moreover, if the system
does not have any available channel from the T channels, the
user will be dropped.

For each period of time, the primary network will inform
the secondary network about channels that can be used for sec-
ondary communications and the value of ιmax that is needed
to compute the maximum allowed power. In order to compute
this power, the secondary needs to know the boundaries inside
which the primary users in the shared channels are. In theory,
this should be the circle that contains the inner zone [9].
Since this depends on the shadowing factor which follows
a normal distribution, we can estimate the radius rs of this
cell by considering the tail of the distribution. Another more
conservative approach is to assume that it is equal to the radius
of the cell that contains the full coverage area of the cell, which
is the approach that we have taken in this paper.

IV. SIMULATION AND RESULTS

We evaluate the performance of the proposed mechanism
using Xia-Bertoni propagation model [13]. We assume that the
central frequency is 2 GHz. Therefore, the values of C and η

TABLE I
SIMULATION PARAMETERS.

System parameter value

Bandwidth W 10 MHz
Number of channels T 50
Cell radius r 500 m
Path loss threshold Lmax 128.65 dB
Noise power PN -121 dBm
Transmitted power per channel P 29 dBm
Internal interference IS,max -110 dBm

are 15.65 dB and 3.76, respectively. Simulation parameters are
summarized in Table I.

We consider two types of user distribution inside the cell. In
the first one, the users are uniformly distributed inside a cell
of radius r. In the second type, the distance between the user
and the base station follows a truncated Gaussian distribution
between 0 and r with mean 0 and standard deviation r/3. The
second type of distribution corresponds roughly to the case of
microcells or hotspots [14].

We shall first study the variation of the number of restricted
channels as a function of cell load α and probability εs for a
fixed value of ιmax, which is depicted in Fig. 2. As expected,
τ is an increasing function of α and a decreasing function of
εs since an increase in α will lead to an decrease in Lth (see
(5)) which will increase the number of users in the protected
zone, whereas an increase in εs will lead to a less protective
scenario for the primary network allowing more opportunities
to the secondary. It should be noted here that the proposed
mechanism allows the secondary network to use more than
70 % of its channels even when the system is fully loaded and
with an allowed interference ιmax that is 21 dB higher than the
noise power. We note that the value of Lth varies only in the
interval [118.54 dB, 118.94 dB] when α decreases from 1 to
0.02. It is also clear that the number of restricted channels are
much lower when we have the Gaussian distribution because
the users will be mainly concentrated around the base station.
In this case the shared channels can reach 95 % of the primary
channels when the primary network is fully loaded.

In Fig. 3, we show the variation of τ as a function of the
maximum allowed interference ιmax and the probability εs for
a fully loaded cell. First, we note that the value of Lth varies
in the interval [69 dB, 128.65 dB] when ιmax varies between
-150 dBm and -60 dBm. When ιmax reaches -120 dBm the
value of Lth becomes 128 dB, which is equal to Lmax and
therefore it stabilizes at this value for the lower values of ιmax.
Fig. 3 shows that there is a limit of ιmax (i.e. -75 dBm for
the uniform distribution and -40 dBm for the the Gaussian
distribution) over which no channels can be shared. Moreover
the figure shows that the proposed algorithm can allow sharing
more than 90 % of primary channels when it is fully loaded
and for ιmax lower than -120 dBm.

Table II is the configuration table that will provided by the
planning tool for εs = 0.05. This table gives the number of
restricted channels as a function of ιmax and α. If the primary
network knows the range of its load at a given period, it can
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Fig. 2. The variation of the number of restricted channels τ as a function
of the cell load α for different values of εs and ιmax = -100 dBm.
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Fig. 3. The variation of the number of restricted channels τ as a function
of the maximum allowed interference ιmax for different values of εs and a
fully loaded cell (i. e., for α = 1).

choose the highest bound in the table for a given ιmax. For
instance, if ιmax is -90 dBm and the load changes between
0.3 and 0.5 at night time, the primary network will reserve 9
restricted channels for uniform distribution and 2 channels for
Gaussian distribution.

V. CONCLUSIONS

In this paper we have designed a planning tool to estimate
the number of channels an OFDMA-based primary system
must reserve for exclusive use in order to keep its quality-of-
service requirements. From the derivation of the probability of
primary users to face interference above the system-dependent
tolerable threshold we were able to provide upper boundaries
on the overall system performance.

The measurements we have encountered in our simulations
are promising: With the proposed reservation scheme a signif-
icant amount of spectrum still remain available for secondary
sharing. The algorithms developed are lightweight, yet for
practical deployments may be replaced by an even simpler

TABLE II
CONFIGURATION TABLE FOR εs = 0.05 FOR THE UNIFORM (THE FIRST

NUMBER IN THE PARENTHESIS) AND THE GAUSSIAN (THE SECOND
NUMBER IN THE PARENTHESIS) USER DISTRIBUTIONS.

ιmax

α -130 dBm -110 dBm -90 dBm -70 dBm -50 dBm

0.2 (1, 1) (1, 1) (4, 1) (10, 6) (10, 10)
0.4 (1, 1) (1, 1) (6, 1) (19, 10) (20, 18)
0.6 (1, 1) (1, 1) (9, 2) (28, 14) (30, 26)
0.8 (2, 1) (2, 1) (11, 2) (37, 18) (40, 34)
1 (2, 1) (2, 1) (13, 3) (46, 22) (50, 42)

lookup table. The approach we have taken is flexible enough
to account for many different deployment scenarios.
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