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Abstract—In this demonstration we show an approach for
constructing radio environment maps from massive data sets.
Unlike earlier approaches, the methods used in the demonstrator
can scale to millions of measurement points, enabling coverage
prediction and other spatial estimation problems to be solved
at country-wide scales. The demonstrator GUI enables attendees
to construct different types of simulated measurement data sets,
and perform spatial estimation based on those. The framework
also allows the attendees to study the accuracy of the obtained
estimates, as well as the computational time required for data
processing.

I. INTRODUCTION

Measurement-based estimation of coverage regions and
propagation environment is one of the key application scenar-
ios of radio environment maps (REMs) [1], [2]. Spatial maps
of, for example, received signal strengths can be used in the
dynamic spectrum access context to significantly improve the
accuracy of primary user protection zones, and also in cellular
networks to improve network planning and discover coverage
holes. Methods from spatial statistics, especially kriging, have
been found as giving both accurate and robust results for
the estimation problems needed to construct such maps [3]–
[5]. However, basic kriging approaches suffer from poor
scalability, requiring up to O(n3) operations for a prediction
at a single location, where n is the number of measurement
points from which data is available [6]. For country-wide
estimation of TV white spaces or cellular network coverage
in an automated fashion, n can be in the order of millions
of data points or even higher. In the cellular network case the
adoption of the “minimization of drive tests” (MDT) approach
being developed at 3GPP [7] would effectively make every
mobile phone a spectrum measurement device, resulting in
unparalleled amounts of data becoming available for radio
environment map construction.

In this demonstration we will showcase a prototype imple-
mentation of a highly scalable REM framework capable of
dealing with such vast amounts of measurement data. Our
prototype utilizes recently developed fixed rank kriging tech-
niques [8], [9], with linear computational complexity, to enable
processing of tens or hundreds of thousands of measurements
on a typical laptop in an interactive manner, and much more
when run on dedicated high performance computing server or
in the cloud. The attendees will be able to generate predictions
of spectrum use in real time based on simulated measurements,

Fig. 1. The radio environment map architecture forming the basis of the
demonstrator, including the mapping of demonstrator functionalities to the
architectural elements.

and will also be given the opportunity to bring their own data
sets for processing.

In the following section we provide a more detailed descrip-
tion of the architecture and the functionalities of the REM
demonstrator.

II. REM IMPLEMENTATION AND DEMONSTRATION

The demonstrated REM prototype builds upon the archi-
tecture co-developed by the authors, and demonstrated in
DySPAN 2011 with a live measurement setup [10]. This
architecture is shown on Figure 1, together with a mapping
on the components present in the proposed demonstration.
The REM Storage and Acquisition database will be seeded
with different simulated data sets of varying sizes, obtained
from highly realistic propagation simulations. We will include
data sets corresponding both to TV white space applications,
as well as for use cases involving cellular networks. New data
sets can also be added during the runtime of the demonstrator.
Live MCDs will not be deployed for this demonstration since
very large data sets are needed. The scalable spatial estimation
code runs as a REM Manager instance, performing estimates
on the data sets and storing the predictions together with
estimates on their accuracy back to the REM SA database.
The demonstrator provides a rich GUI that interacts with the
REM Manager to control the prediction process as well as for
obtaining the predictions to be visualized.



Fig. 2. The received power for DVB-T channel 27 in Germany (left) computed using the Longley-Rice irregular terrain model, together with the spatial
estimate (right) constructed with fixed rank kriging techniques based on 27 000 random measurements. The global structure of the data set is well estimated
by already this relatively sparse measurement setup, although local structure is, of course, somewhat smoothed out.

Figure 2 illustrates the kinds of computations the attendees
will be able to carry out interactively using the prototype
framework. On left panel the received power for DVB-T
channel 27 in Germany is shown computed using the Longley-
Rice irregular terrain model. From this a random collection of
27 000 simulated measurements has been taken, and used as a
basis for spatial estimates for the country-wide coverage of the
given DVB-T channel, with results shown in the panel on the
right. The associated model fitting takes less than 20 seconds
on a typical desktop computer, and individual predictions from
the model are computed in milliseconds. Due to the linear
complexity of the method employed, the fixed rank kriging
approach remains computationally feasible even if the number
of measurement points would be increased by several orders
of magnitude.

Since simulated measurements are used for the demonstra-
tion purposes, the prediction accuracy can also be readily
estimated and visualized. This will enable the attendees to
compare the accuracy of MDT approach or measurement
driven coverage estimation against that of traditional propa-
gation model based estimates. In the DVB-T case for white
space types of applications one can, for example, explore using
the demonstrator the number of measurement points needed
to exceed the accuracy of the ITU or Longley-Rice models,
which for most channels turns out to be on the order of some
tens of thousands of measurement points.

Finally, the demonstrator will enable the study of the impact
of the measurement locations on the accuracy of the obtained
results. Especially for MDT types of scenarios users them-
selves would be carrying out the measurements, which can be
modeled by generating the corresponding locations based on
the population distribution of the country. We would seed the
REM database with such information on population densities
for selected countries, allowing the attendees to compare the

results from population based sampling against different types
of planned measurement campaigns.
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