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Abstract—We study the influence of the structure and dynam-
ics of the primary network on occurrence and quality of transmit
opportunities of the secondary network. In order to obtain accu-
rate results, we develop a framework for performance evaluation
that allows detailed modeling of the networks involved, while still
enabling general conclusions to be drawn. The approach and
results are applicable to diverse application scenarios, such as use
of dynamic spectrum access techniques for femtocell deployments
within operator networks. The techniques presented here can
also be applied beyond dynamic spectrum access based networks
for studying the performance of more general heterogeneous
wireless systems as well. We use a combination of actual node
location data sets and carefully selected node location models
in order to obtain reliable results, while still allowing general
conclusions to be made. The results show that even in dense
primary networks significant opportunities for secondary use can
arise. These originate either from the temporal dynamics of the
primary, or in spatial domain from frequency reuse, provided
that the primary network is active at most 30-50% of the time.
For higher activity levels there are almost no useful spectrum
opportunities even if the primary network is rather sparsely
deployed. The results also show that the spatial structure of the
deployment of the secondary network has significant influence on
the capacity that can be achieved by using the arising spectrum
opportunities.

I. INTRODUCTION

Cognitive wireless networks (CWNs) and techniques for
dynamic spectrum access (DSA) have become over the last
decade one of the most intensely studied topics in wireless
communications [1]-[4]. There has been significant progress
in understanding the performance properties of many of the
involved technologies, especially those related to spectrum
sensing and signal detection [5]-[8]. However, the achievable
performance of CWNs and networks based on DSA is still
relatively poorly understood on the system level. The main
exception to this is the performance analysis of secondary
networks operating in TV white spaces (such as those based
on the IEEE 802.22 standard [9], [10]) which have been
thoroughly studied during recent years especially by Sahai et
al. [11], [12]. There has also been work towards more general
capacity results for CWNs (see, for example, [13]-[17]), but
these are often asymptotic in nature, or obtained using such a
high abstraction level that it is difficult to make the connec-
tion with particular deployment scenario. Notable exceptions
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are [18] and [19] which consider explicitly secondary access
in scenarios in which the primary network is a cellular system,
albeit using somewhat simplified models for the structure of
the primary and secondary networks. Nevertheless, as far as we
are aware of, these references are only attempts in the literature
to develop an accurate and realistic model for spectrum sharing
in scenarios in which primary system is a cellular network.

In this paper we carry out a systematic study on the
influence of the primary network structure and dynamics on
the expected performance of CWNs and more specifically
on networks utilizing dynamic spectrum access. In particular,
we both develop a novel analysis methodology and provide
detailed results for a number of selected case studies. The
developed approach allows to take into account the detailed
topological and geometric structure of the involved networks,
and it is not based on strong stochastic approximations as
most of the earlier related work in the literature. In terms of
structure, we consider both the deployment of the primary
network, as well as network planning related properties such
as the influence of frequency reuse factor on results. We
also explore the influence of the activity patterns of primary
network transmitters on the results. In the case of TV white
spaces time domain aspects are usually only relevant in terms
of the dynamics of the secondary network. However, there are
several application scenarios for DSA in which the primary
system dynamics would play a significant role. An example
of such a scenario is the use of dynamic spectrum access
techniques for femtocells, in which case both the primary
network (the cellular infrastructure) and the secondary network
(femtocells) would often be operated by the same stakeholder.
Also, the ability of incorporating dynamics is critical for
applications of the developed techniques beyond classical DSA
scenarios. We base our analysis on combination of data sets on
actual network deployments with carefully fitted and validated
statistical node location models. Using these techniques and
extensive Monte Carlo simulations we explore systematically
the secondary network performance characteristics for differ-
ent deployment scenarios.

The rest of this paper is structured as follows. In Section II
we present our system model in detail, in particular focusing
on the assumptions made on the scheme adopted for coexis-
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Fig. 1. Service areas of the transmitters of the primary network modeled as
Voronoi polygons.

tence of primary and secondary networks. We then describe
the used data sets and simulation models in Section III,
together with a brief description of the developed simulation
environment. The results from our study are then discussed in
Sections IV and V, first focusing on occurrence of transmit op-
portunities and then on evaluating the utility of these transmit
opportunities for the secondary network. In particular, we give
extensive results on the distribution of achievable capacities in
the secondary network and its dependence on the details of the
scenario. Finally, we conclude the paper in Section VI.

II. SYSTEM MODEL AND ASSUMPTIONS

We consider a collection of n primary user transmitters
(usually corresponding to base stations or access points),
the locations of which are represented by the vector X =
{X1,...,X,} € R?". In order to develop a system model for
secondary use around the transmitters X, we need to define
protected areas for primary receivers outside which secondary
use is possible with a given transmit power. Focusing on the
downlink band, we first approximate the service area of a
transmitter X; € X by its Voronoi polygon [20], [21]

VX)) ={yeR?|lly- X <lly-X;1.5#i}, O

which consists of those points that are closer to X; than any
other transmitter (see Figure 1 for illustation). Since with
typical radio technologies it is not possible to limit the actual
coverage of the transmitter to the somewhat irregular shape of
the Voronoi polygon, we consider the protected zone Z(X;)
of an active transmitter X; to consist of a disc centered at
X,; and completely enclosing its service area represented by
the Voronoi polygon V' (X;). The use of Voronoi polygons
is obviously an approximation, although quite reasonable one
for many applications. The system model itself is also general

Fig. 2. Protected zones around active PU transmitters.

enough to easily incorporate other definitions of the service
areas without changes.

For constructing the set of active transmitters, we consider
both the time and frequency domains. We assume that the
primary network has been allocated k& channels, and assign the
channels to the transmitters to minimize the aggregate down-
link interference. Transmit powers are assigned to the primary
network to guarantee a 95% coverage probability at the farthest
corner of the service area of each transmitter (corresponding
to the radius of the protected zone Z(X;)), computed using
a chosen propagation model. In the time domain, we assume
that the activity pattern of each transmitter is represented by
a stationary and ergodic ON/OFF process. Due to the diurnal
cycle and daily variations, such processes would not be good
approximations of actual transmitter activities over long time
periods. However, they do provide accurate results assuming
the durations of the individual ON and OFF periods and the
timescale of temporal correlations between them are shorter
than the period of the time the performance of the system is
being analyzed over.

These assumptions enable approximate modeling of most
present-day technologies that use some variation of time-
division multiple access schemes, including, in particular,
common OFDMA-based technologies such as WiMAX and
LTE. However, especially in the latter case the OFF-periods
would often have extremely short durations (on the order of
individual time slots), and the actual usage of such spectrum
holes might be very challenging technically. In such cases the
results derived with the actual ON/OFF process will serve
as (sometimes very loose) upper bounds on performance
of secondary use. Limitations of the secondary user access
mechanism can be incorporated into the analysis by con-
sidering instead a modified version of underlying ON/OFF
process, obtained by removing OFF-periods that are shorter
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than a given threshold which would depend on the sensing,
scheduling and coordination techniques used. For example,
OFF-periods corresponding to individual time slots could be
removed, leaving only “session-level” ON/OFF patterns of
the individual transmitters. The reader should also note that,
for example, CDMA based wireless communication systems
that tend to transmit continuously due to the presence of the
broadcast channels are not well represented by this framework.
The system model would also lose accuracy if the activity
patterns of the transmitters would be highly correlated over
the frequency band in question. Such additional refinements
can, however, be included into the overall approach relatively
easily.

A special case of stationary and ergodic processes is the
family of alternating renewal processes, for which the dura-
tions of active and inactive periods are assumed to be indepen-
dent of each other but otherwise follow general distributions
with mean values p,, and p, respectively. Measurement
studies have indicated that such models are realistic for a
number of potential primary network technologies [22] and
they are often used as models for performance evaluation
of dynamic spectrum access systems. Let us assume that we
observe the primary network at a time ¢ which does not depend
on the activity patterns of the transmitters. Then at time ¢ each
of them will be active with probability fion/(tton + totr) [23].
For most of our simulations we assume this probability to
be the same for all transmitters, and call it the duty cycle
of the primary network. In the more general case, the duty
cycle would simply correspond to the probability of finding
the transmitter active at any given time. Figure 2 illustrates the
arising protected zones for the primary network of Figure 1
with three channels and duty cycle of 35%.

In order to evaluate the utility of the spectrum holes arising
in this framework we need to specify the model for primary-
secondary coexistence. We adopt a model based on power
control, in which the secondary user transmit power depends
on its distance to the protected zones [24]-[26]. We first
assume that the interference generated by the secondary user
transmitting at power P for a primary network client at
distance d away is given by

I(dBm) = P(dBm) — L(d) + £, )

where L(d) is the large-scale deterministic path loss and ¢
is a normal random variable of mean zero used to model
shadowing. Then the probability that this interference exceeds

a threshold I,,,x becomes
1 Thax + L(d) — P
P{I> I} = = {1erf <+ (d) )] 3)
2 osV2

where o is the standard deviation of £&. We do not consider
explicitly fast fading here, since usually it either can be aver-
aged out in time domain, or the bandwidths of the technologies
considered are large compared to the coherence bandwidth
of the channels. However, adding it into the formalism is
straightforward. We assume that the secondary nodes are
allowed to transmit at a power that results in a bound ¢ on

this probability with respect to the point closest to them in the
protected zones of the active transmitters (transmitting inside
the protected zone of an active primary is not allowed as the
interference towards a primary client cannot be bounded then).
Equation (3) can be solved for P using this bound, yielding

P(dBm) = Iy + L(d) + 0V2erf ' (26 = 1)  (4)

for the allowed secondary transmit power. Figure 3 shows
how this power depends on the location for the network
configuration of Figure 2. We do not consider here explicitly
the mechanisms secondary users should use to uncover these
spectrum opportunities. Instead, we shall most of the time
focus on studying the maximum, theoretically achievable
capacity that assumes perfectly accurate determination of
which transmitters are active. For realistic systems this would
typically require explicit signaling between the primary and
secondary networks, although mechanisms based on location
information and measurements of aggregate transmit power,
such as presented in [26], can be used as well provided the
sensing time used is short enough compared to the active and
inactive periods of the primary transmitters. It is clear that the
reported results are much higher than what can be achieved
with real systems. In our model the channels are very clean and
we use maximum transmission power in the low duty cycle
regions in which distances to nearest protected zones are large.
In reality the expected capacities for secondary users would
be considerably lower (as one would expect from the present
day deployed systems). However, our results provide important
capacity bounds and we have left the detailed study of the
performance limitations induced by different implementation
approaches for the secondary network for later work. Another
property of realistic systems not explicitly considered here is
the use of sectorization in dense primary network deployments.
Including sectors into the modeling framework would some-
what increase the transmit opportunities for secondary users
since the protected areas would further approach the service
areas. Alternatively, one can consider a given duty cycle DC;
for each of the k sectors, and consider the discs enclosing the
service areas as protected zones if any of the sectors is active.
If the activity patterns of the sectors are independent, the
resulting overall primary network duty cycle with the above
model would become 1 — (1 — DC,)*.

For the large-scale deterministic path loss we adopt the Xia-
Bertoni propagation model [27] defined for a given frequency
f (expressed in GHz) and distance d (in kilometers) by

L(d) = K + Ay logyq (f) + Az2logyq (d) , )

where the constants K, A; and A, are taken to have values of
131.1dB, 21 dB and 37.6 dB, respectively (see [28] for detailed
discussion on the determination of these coefficients for the
chosen propagation model). We assume the shadowing factor
& to have zero mean, and standard deviation of o, = 7dB. As
mentioned above, these assumptions are also used to assign
powers for the primary transmitters to yield a 95% coverage
probability at the edge of the service area for a given receiver
sensitivity 6. For most of our simulations we assume that
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Fig. 3. Allowed transmit powers measured in dBm for the secondary user
as given by equation (4) for the primary configuration shown in Figure 2.
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Fig. 4. Node location data set obtained from the Vodafone network in
downtown Barcelona.

0, = -107.5dBm, a value similar to current cellular network
technologies [29], but we also explore the influence of changes
in this parameter on the results.

The system model given above is rather general, enabling
the study of metrics such as the distribution of allowed transmit
powers and secondary network capacities over space, time
and frequency for any given primary and secondary network
configuration. In the next section we describe in detail the
network configurations used in our study, together with the
values of the different parameters used in simulations. We
also note that this framework can easily be extended towards
enabling a full study of temporal evolution of the said metrics
by specifying the time model of the primary network activity
more closely. However, for the present work, we believe that
the focus on duty cycle as the key measure of the primary
system activity enables useful conclusions to be drawn with
significant level of generality.

III. MODELS FOR NETWORK STRUCTURE

In order to apply the system model developed above, we
need to specify locations of primary and secondary trans-
mitters as well as the secondary clients. For this, we use
both structures of various deployed networks as well as node
location models based on those. For the primary network we

o © o © o
o ° o o o ©
o
o o °
o o o o o
o
o o o
o o
o o o ©
o
° o o o
° o
o
o ° o o o©O
o o
o o o
21 km
o ° o o
o o o
o
o
° o o © ° o
o o
) o o o o
o o
o o o o
o . °
o
° o o
° o
o o
o o
o o o

25km

Fig. 5. Node location data set obtained from the T-Mobile network in Los

Angeles.

use locations of base stations from cellular networks since
they are a most representative example of a widely deployed
non-broadcast system. Figures 4 and 5 show parts of the
Vodafone network in Barcelona and the T-Mobile network
in Los Angeles, both used extensively in the following. Of
these, the Barcelona data set corresponds to a very dense urban
deployment, whereas the Los Angeles data set is somewhat
more sparser corresponding to a large suburb.

For the secondary network we use stochastic node location
models originally developed in [30]. These enable greater
flexibility and realism than what can be obtained by assuming,
for example, uniformly random deployment of nodes. The
framework used in [30] specifies a probability density function
for a collection of node locations in a region of interest, mea-
suring how much more or less likely a given set of locations
is to occur compared to the uniformly random case of unit
density. In the reference it was established that the so-called
Geyer saturation process [31] yields particularly versatile
class of models, yielding good fits to both clustered network
deployments (such as user-deployed femtocell networks), as
well as regular, planned networks. The density function of the
Geyer process is given by

F(X) o ) ysnc(X) (6)

where #(X) denotes the number of elements of X, s, (X))
denotes the number of point pairs of X that are closer than
distance r apart but each point being counted as part of at
maximum ¢ pairs, § > 0 controls the density of points, and
v > 0 the nature of the process (clustered or regular). For
example, if v = 1 the Geyer model reduces to the uniformly
random case, whereas if 7 = 0 the process becomes a hard-
core one, with no node pair being closer than distance r apart.
The latter property can easily be seen directly from the density,
which, if v = 0, vanishes whenever s, (X) # 0. In [30]
the model was fitted into various data sets, and based on
these results the model parameters were chosen as given in
Table I. The realizations of these models are illustrated in
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PARAMETERS FOR THE INSTANCES OF THE

TABLE I

GEYER SATURATION MODEL USED IN THE SIMULATIONS.

Parameters
System type r ¢ B vy
Dense urban secondary 150 2 33x107° 0.4112
Suburban secondary 250 2 6.0x1077 1.6908
Rural secondary 3000 2 3.0x1078 1.7995
Rural primary/cellular 24000 2 1.6x10"% 0.5162

100 km

-
@?QQ@

Fig. 6. Secondary nodes (represented by the small circles) with transmit
opportunities obtained as a realization of the Geyer model for a Wi-Fi like
dense hotspot network for the Barcelona scenario, together with the protected
regions of the active primary transmitters.

Figure 6, showing a realization of the dense urban secondary
case together with the protected regions generated using the
Barcelona data set, and in Figure 7, depicting the rural cellular
scenario also generated as a realization of the Geyer process.
For computing capacities, we also need a model for the
secondary user client locations. Assuming a scenario in which
secondary transmitters act as access point or base stations, we
distribute client locations from a bivariate normal distribution,
with standard deviation of 15 m for urban scenarios, 8 m for
suburban scenarios, and 1500 m for rural scenarios.

A. Simulation Environment and Parameters

All the simulations were carried out using a custom frame-
work developed in the R environment [32], with the spatstat
library [33] being used for some of the computations needed to
implement the described system model and to generate realiza-
tions of the Geyer saturation process. For each combination
of parameters up to 350 realizations of the scenarios were
generated. Results were also analyzed by selecting random
subsets to confirm that the obtained estimates for metrics of
interest have low variance.

The parameters of the propagation models were set to those
given in Section II, and parameters of the node location models
to those given above. The allowed interference probability
was set to ¢ = 0.05, and interference threshold to [,.x =
-105dBm. For the latter it is important to observer that the
allowed secondary transmit power is linear in Ip,,x, and thus
results for other values can often be read from the graphs

100 km

Fig. 7. Realization of the Geyer model for the rural cellular parameter set.

below by simply shifting the y-axis. The number of channels
available to the primary network ranged in k € {1,3,5,7}
corresponding to frequency reuse factors of 1, 1/3, 1/5 and
1/7, respectively. The operating central frequency was set
to 2GHz, but the results are not sensitive to small changes
in the considered frequency band. For example, increasing
the considered central frequency to 2.5 GHz would increase
the allowed secondary transmit power by 2.03 dB. However,
significant changes in the central frequency do have a major
impact on results. For example, changing the central frequency
to 700 MHz would reduce the transmit power of the secondary
users by almost 10 dB under our system model.

IV. INFLUENCE OF THE PRIMARY NETWORK ON
SECONDARY TRANSMIT OPPORTUNITIES

We shall begin by studying the influence of the primary
network structure and activity level on the distribution of
allowed transmit powers of the secondary users. Figure 8
shows the distribution of the allowed transmit power for
nodes with transmit opportunities, that is, for nodes outside
the protected zones of active transmitters in the Barcelona
scenario, assuming k£ = 3 channels being used by the primary
network. We see that even in this very dense scenario the
combination of frequency reuse and inactive periods in the
primary network do leave residual transmit opportunities for
the secondary network. However, with the exception of the
very lowest duty cycles the allowed powers are very small, and
not really suitable for applications beyond very short range
communications. Figure 9 illustrates the allowed transmit
power distribution for the case of the primary network for
a higher frequency reuse factor of 1/5, showing that even
increasing the spatial spectrum opportunities by making the set
of primary transmitters operating on a given channel sparser
does not yield significant increases in allowed powers in this
scenario.

The situation is significantly different in the suburban Los
Angeles scenario as can be seen from Figure 10. The median
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Fig. 8. The distribution of allowed transmit powers for different primary

network duty cycles for the Barcelona scenario with frequency reuse factor
of 1/3.
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Fig. 10. The distribution of allowed transmit powers for different primary

network duty cycles for the Los Angeles scenario with frequency reuse factor
of 1/3.

of the allowed powers for the generated transmit opportunities
is more than 1 W for low duty cycles, and even for high
duty cycles around 20 dBm. However, as was also seen in the
previous case, the variation in the allowed transmit powers is
high, with inter-quartile range being around 20dB for each
of the duty cycles. This is due to the large variation in
the distances of the secondary transmitters to their nearest
protected zones. As can be expected, for the rural scenario
even higher allowed transmit powers are obtained, as depicted
in Figure 11. Even for 90% duty cycle the spatial opportunities
induced by the frequency reuse and sparse infrastructure result
in approximately 45 dBm allowed transmit powers with 50%
probability for secondary nodes that are not in the protected
zones.

Most of the figures discussed above assumed a frequency
reuse factor of 1/3. While this value is realistic for a number
of conceivable application scenarios, it is clearly of interest
to study more carefully the effects of higher and lower
reuse factors. Figure 12 shows the distribution of the allowed
transmit power for the Los Angeles scenario but, in contrast
to Figure 10, without frequency reuse. For small duty cycles
the transmit opportunities continue to be significant, but for
higher duty cycle there is a reduction of approximately 10dB
in all the quartiles, as well as slightly increase variability. The
main difficulty induced by high primary network duty cycle
combined with the single-channel operation is, however, the
significant reduction in the frequency of transmit opportunities.
This is illustrated in Figure 13, showing the fraction of
secondary network nodes that are able to transmit for various
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Fig. 11. The distribution of allowed transmit powers for different primary

network duty cycles for the rural scenario with frequency reuse factor of 1/3.

duty cycles and frequency reuse factors. We see that as the
duty cycle is above 50% in the single channel case, only
few percent of the secondary network nodes are allowed to
transmit at all. For frequency reuse factor of 1/3, already
one third of the secondary nodes can transmit even when the
primary network duty cycle is 90%. Notice that while 70%
blocking probability for the secondary access might sounds
prohibitively high, this is for an individual channel. Assuming
that n statistically identical channels in terms of transmit
opportunities were available, the blocking probability of an
arbitrarily chosen secondary would decay exponentially in the
number of channels n.

V. ACHIEVABLE CAPACITIES IN SECONDARY NETWORKS

We shall now move on from quantification of transmit op-
portunities to studying their utility for the secondary network.
Our focus will be throughout this section on the secondary
network downlink capacity, and how it depends on the primary
network activity and structure. Since we are interested in
understanding the performance the secondary network could
achieve without focus on a particular technology, we take our
metric to be the Shannon capacity C = Blog,(1 + SINR).
For all of our scenarios the capacity results are dominated
by interference from active primary transmitters, and neither
noise or interference from other potentially active secondary
transmitters has major influence for reasonable ranges of the
corresponding parameters. This is a direct consequence of the
adopted system model. Because of this we focus mostly on
reporting the distribution of achievable downlink capacities
without the contribution of secondary interference and in a
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Fig. 12. The distribution of allowed transmit powers for different primary

network duty cycles for the Los Angeles scenario with frequency reuse factor
of 1.

normalized form (bit/s/Hz). However, we do illustrate through
selected examples the influence of secondary network structure
on results.

Figure 14 shows the influence of the duty cycle on the
achievable downlink capacity for the Barcelona scenario, as-
suming a frequency reuse factor of 1/3. For low duty cycles
relatively high capacities can be achieved due to the long
distances to nearest active primary transmitters, resulting in
high transmit powers and SINR, but for higher duty cycles
the achieved capacities are very small, despite the primary
network performing frequency reuse. The major reason for
this is the increased interference from the primary network as
can be seen by the reduction of capacities even in the upper
tail of corresponding capacity distribution. Slightly smaller
contribution comes from downlinks between active secondary
transmitters and clients situated nearby a secondary transmitter
that does not have a transmit opportunity. However, this effect
would not influence especially the upper quartile of the results
since more than 25% of the secondary nodes have transmit
opportunities. These results are comparable to those reported
in [19], in particular regarding the scaling of achievable
capacity as a function of the primary duty cycle. The actually
capacities given there are lower roughly by a factor of two
due to differences in the propagation model and assumptions
on the secondary network structure, in particular the distances
between secondary transmitters and receivers, but relationships
between the capacities and primary network activity levels are
very similar.

Figure 15 shows the detailed behaviors of the downlink
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in the secondary network for different primary network duty cycles for the
Barcelona scenario with frequency reuse factor of 1/3.

capacity distribution for the Barcelona scenario with frequency
reuse factor of 1/3 and assuming 30% duty cycle for the
primary network. The concentration of probability around the
origin arises from the problem of “long downlink” discussed
above, caused by the lack of transmit opportunities for nearby
secondary nodes. A practical system would in most scenarios
again deal with such an occurrence through multi-channel
operation (or simply through buffering if the application
latency requirements are lax enough compared to the lengths
of active periods), so the behavior of the upper tail of the
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Fig. 15. The distribution of achievable downlink capacities for the Barcelona
scenario with frequency reuse factor of 1/3 and 30% primary network duty
cycle.

capacity distribution is on greater interest. From the figure we
can see that most of the clients with an active nearby secondary
transmitter benefit from significant downlink capacities, with
median being well above 5 bps/Hz.

Figure 16 shows similar capacity results with different
duty cycles for the Los Angeles scenario, also for the case
of primary network frequency reuse factor of 1/3. We see
that the sparser structure of the primary network resulting
the higher allowed transmit powers for the secondary nodes
also translates to higher capacities compared to the Barcelona
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Fig. 17. The achievable downlink capacity in the secondary network for

different primary network duty cycles for the rural scenario with frequency
reuse factor of 1/3.

scenario. However, the increase is not as dramatic as might
be expected. The key reason for this is the difference in the
secondary deployment models. Recall that we assumed the
distribution of secondary clients to be also sparser in the
suburban Los Angeles case than in the Barcelona scenario. The
resulting larger distances between the secondary transmitters
and receivers reduce the benefits from higher allowed transmit
powers by increasing the average path loss. This simple
example highlights the need to consider carefully also the sec-
ondary user client deployment when estimating the expected

30
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Secondary network duty cycle

Fig. 18. The impact of intra-system interference for the capacity of the
secondary network in the Barcelona scenario.

performance of a network based on dynamic spectrum access.
Further confirmation can be seen in Figure 17, illustrating the
capacity results for the rural scenario. Even though very high
allowed transmit powers were observed, as shown in Figure 11,
the actual secondary network performance in terms of capacity
is worse than in the Barcelona scenario due to the sparsity of
the secondary client distribution.

All the above results have been for achievable capacity, that
is, without considering the intra-system interference from other
secondary transmitters. Figure 18 illustrates the influence of in-
terference from other secondary transmitters on results, assum-
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secondary network in the Barcelona scenario assuming clustered secondary
system deployment.

ing a similar duty cycle model for the secondary transmitters
as was done for the primary case. The results correspond to the
lower primary network duty cycle considered, as in this case
the secondary transmitters have most transmit opportunities
and thus cause more intra-system interference. We see from the
results that even if most of the secondary transmitters would
be active simultaneously, the capacity limits would be reduced
only by few bits/s/Hz compared to the ideal case. This is in
part due to the small allowed transmit powers for the secondary
users, illustrated in Figure 8 above, and the regular deployment
model for the secondary network. If the structure of the
secondary network is assumed to be less uniform, intra-system
interference will play a more significant role. This is illustrated
in Figure 19, obtained by assuming a clustered model for
the secondary network transmitter locations. More precisely,
locations of the clusters were chosen randomly in the region,
and for each cluster the number of secondary transmitters was
taken to follow the Poisson distribution with average of ten
nodes. The coordinates of the nodes were then drawn from a
two-dimensional normal distribution with standard deviation
of 100m. We can see from the figure that the performance
degradation is more visible as secondary network duty cycle
is increased, but significant opportunities for secondary use
remain.

We conclude this section by studying the influence of the
primary user client sensitivity 6 on the results. Figure 20
illustrates how changing 6, influences the achievable sec-
ondary network capacity for the Barcelona scenario with 1/3
frequency reuse and primary duty cycle of 30%. We see that
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Fig. 20. The influence of primary user client sensitivity on achievable sec-
ondary network downlink capacity for the Barcelona scenario with frequency
reuse factor of 1/3 and primary network duty cycle of 30%.

the capacity distribution becomes more and more concentrated
on lower values as 6, is increased, that is, as the primary client
is assumed to have lower and lower sensitivity. The reason
for this is, of course, the increase in the primary network
transmit power under our system model. Lower primary client
sensitivity, i.e., higher 65, means that the primary transmitters
need to utilize higher transmit powers to ensure the prescribed
outage probability at the edge of the service area. Even with
30% duty cycle and having the primary network transmitters
being distributed over three frequencies the residual increase in
interference suffices to reduce the secondary capacity signifi-
cantly. Figure 21 shows the same effect but assuming only 10%
duty cycle for the primary network, resulting in significantly
less severe degradation.

It should be noted that these results were obtained keeping
the value of I,,x constant. In most systems the decreased
primary client sensitivity would also mean higher tolerance
to interference. Thus, especially in scenarios such as the
femtocell case in which both primary and secondary network
belong to the same stakeholder, [;,.x should be increased
proportionally to allow also secondaries to transmit at higher
powers and thereby maintain their SINR.

VI. CONCLUSIONS

In this paper we have studied the performance of cognitive
wireless networks with a focus on dynamic spectrum access.
Using the developed system model we studied in detail the
influence of the structure and dynamics of the primary network
activity on the achievable performance of the secondary. The
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ondary network downlink capacity for the Barcelona scenario with frequency
reuse factor of 1/3 and primary network duty cycle of 10%.

results show that dynamic spectrum access can yield signifi-
cant capacities even in the presence of rather dense primary
networks provided that the primary network is active at most
30-50% of the time. This indicates that utilizing dynamic
spectrum access techniques in, for example, femtocells has
potential to yield solutions of high spectral efficiency in areas
in which the load on the primary network is moderate. How-
ever, our results also show that the capacity estimates depend
strongly on a number of primary and secondary network
characteristics, and that care should be applied when deriving
such estimates for any particular application scenario.

We also believe that the developed modeling framework is
of independent interest. The combination of accurate statistical
location models together with simple yet realistic models
for derived characteristics such as service areas allows this
approach to be used for a number of tasks related to perfor-
mance evaluation of diverse wireless communication systems.
These results obtained using real cell-tower locations are
an important step forward in understanding the performance
characteristics of secondary networks in scenarios in which
the primary system consists of dynamic transmitters. As we
have shown here, the details of the primary and secondary
network structure and dynamics for different scenarios can
change the capacity estimates even by an order of magnitude.
We strongly advocate the use of well founded models for these,
and in each case carrying out a proper sensitivity analysis in
order to understand the impact of modeling assumptions on
the obtained results.
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